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Cybersecurity Issues in Robotic Platforms
Adrián Campazas-Vega1,*, Alberto Miguel-Diez1, Mario Hermida-López1,
Claudia Álvarez-Aparicio1, Ignacio Samuel Crespo-Martínez1 and
Ángel Manuel Guerrero-Higueras1

1Grupo de Robótica de la Universidad de León, Campus de Vegazana, 24071 León, Spain

Abstract
The use of robots has increased dramatically in recent years. Currently, there are multiple types of robots, from service robots,
designed to help people in any kind of environment (home, work, hospitals...), to quadruped platforms, developed for critical
infrastructures or the military field. Security in those platforms is crucial, since robots present vulnerabilities, they can pose a
risk to both their integrity and that of the people/objects around them. In this work, a security evaluation of the Unitree A1, a
quadruped robot, and the humanoid robot Pepper has been carried out, to know the security flaws that may be present, as
well as the implications that it may have for the user, the environment, or the integrity of the robot. The final goal of the
work is that the vulnerabilities found will be taken into account by other researchers or companies that develop that kind of
robot and take into account those security problems.

Keywords
Pentesting, robot, security, Unitree A1, Pepper

1. Introduction
The use of robots has exponentially increased in the last
decade. Throughout the year 2022, the utilization and
deployment of industrial robots increased by 40% in the
United States and 6% in Spain, according to the Spanish
Association of Robotics (AER) [1]. Industrial robotics has
traditionally focused on the precise repetition of tasks,
surpassing the capabilities of a human being. However,
in recent years, there has been a particular emphasis
on the development of robotic platforms capable of per-
forming tasks that are difficult or dangerous for humans.
In this regard, the most impactful robotic platforms are
quadruped robots. These robots are characterized by sup-
porting their weight on four legs, typically mimicking the
morphology of a dog. The design of these devices offers
advantages over bipedal robots due to their versatility
in adapting to various types of terrains. The characteris-
tics of quadruped robots enable them to undertake tasks
considered challenging or hazardous for humans. These
tasks include bomb inspection and deactivation, radia-
tion detection, and critical infrastructure maintenance.
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In addition to their civilian applications, these robots are
actively utilized in the military domain [2]. Similarly, the
use of service robots has also significantly increased in
recent years. These robots are designed to interact and
communicate with humans to assist in the completion of
everyday tasks.

Similarly, to other types of devices, cybersecurity in
robotic environments is an important aspect that be-
comes critical when a robot is involved in highly sensitive
tasks or interacts with people. Many issues with these
platforms arise because manufacturers often prioritize
manufacturing cost or design over conducting product
security testing [3]. In addition to the lack of device se-
curity by manufacturers, it is worth noting that most of
these robotic platforms are "plug and play," meaning that
end users often do not pay proper attention to configur-
ing the device correctly. This includes changing default
passwords, which poses an additional security challenge.

This paper aims to address some of the security issues
presented by both quadruped robotic platforms and so-
cial robots. Specifically, a security evaluation has been
conducted on the quadruped robot Unitree A1 and the
semi-humanoid robot Pepper, with the objective of iden-
tifying potential vulnerabilities and risks that could affect
both humans and the robot itself, as well as the environ-
ment in which it is deployed. The severity of the discov-
ered vulnerabilities has been assessed using the CVSSv3
(Common Vulnerability Scoring System version 3) stan-
dard. This work and the methods employed can serve as
a starting point for other researchers interested in eval-
uating the security risks of other models of quadruped
robots and social robots.

The rest of the article is organized as follows: In Sec-
tion 2, related works are presented. Section 3 introduces
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the architecture and characteristics of the robots Unitree
A1 and Pepper, along with the method for assessing the
severity of discovered vulnerabilities. Section 4 provides
details on the various experiments conducted and the
implications of exploiting the vulnerabilities in a real-
world environment. Finally, Section 5 offers the current
conclusions.

2. Related Works
Despite the growing popularity of quadruped robots,
there is limited research on the cybersecurity of these
robots. Most research in this field focuses on the physical
security of robots, such as collision prevention [4] and sta-
bility on different terrains [5]. However, there are some
works that examine overall security in robotic devices. In
[6], the authors analyzed potential security issues that dif-
ferent types of robots might have and listed some generic
recommendations that could be implemented to enhance
the overall security of robotics. One of the conclusions
reached by the authors is that cyberattacks on robots
used in critical infrastructures and military environments
are the most damaging and dangerous. It’s important to
note that the current use of quadruped robots primar-
ily focuses on these two areas. Another work related
to robotic security is presented in [3]. In this work, the
authors identified security threats in the field of robotics,
classified them based on the affected layer of the robot’s
architecture, and analyzed their impact and potential
countermeasures. Other works, such as [7] and [8], dis-
cuss security issues associated with ROS (Robot Operat-
ing System). ROS is a set of software libraries and tools
that help create applications for robots. While Pepper
and Unitree A1 do not come with ROS by default, it is
possible to install ROS on the latter.

Finally, regarding the specific analysis of the Pepper
robotic platform, in [9], the authors conducted a security
evaluation of the semi-humanoid robot "Pepper" from
SoftBank Robotics. The authors demonstrated that this
robot had critical vulnerabilities that needed to be ad-
dressed by the manufacturer. This article expands on
the work done in [9], confirming that years later, the
vulnerabilities identified by the authors still exist and
uncovering new vulnerabilities in the platform.

3. Materials and Methods
In this section, the characteristics of the robots analyzed
in this work are presented. Additionally, the methodol-
ogy used to conduct the experiments and the evaluation
method for these experiments are described.

Figure 1: Unitree A1 of the Robotics Group of the University
of León.

3.1. Unitree A1
As mentioned in Section 1, to conduct the cybersecurity
evaluation of quadruped robots, the Unitree A1 robot, as
shown in Figure 1, has been utilized. The Unitree A1 is
manufactured by Unitree Robotics, a Chinese company
that has been producing quadruped devices since 2016
[10].

The Unitree A1 robot can reach a maximum speed of
3.3 m/s at a particular moment and can carry objects with
a maximum weight of 5 kg. Additionally, it is equipped
with sensors that enable it to maintain proper balance
during operation, preventing the robot from falling on
uneven terrain. The device has a battery life ranging
from 1 to 2.5 hours, depending on the mode in which it
is used [11].

Regarding the cameras and sensors, the Unitree A1 is
equipped with a RealSense camera [12], located on its
"head." This camera features a depth sensor that utilizes
a combination of infrared and laser technologies to mea-
sure the distance between objects and the camera. This
enables it to capture 3D images and detect objects in real-
time. In the field of robotics, these types of cameras are
used to implement autonomous functions in the robot,
allowing it to navigate around obstacles and create a 3D
map of the area in which the robot is deployed [13, 14].
At the connectivity level, the quadruped robot has sev-
eral ports on the upper part of its "body" that the user
can utilize to interact with various interfaces of the robot.
These connections include four USB ports, two HDMI
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ports, and two Ethernet ports.
Teleoperation of the robot can be performed using a

mobile application developed by the manufacturer or
by using the controller that comes with the robot. The
controller includes two joysticks and a directional pad
(D-pad) for easy robot maneuvering. According to the
manual, the controller connects directly to the robot’s
control board via radio frequency. On the other hand,
Unitree’s mobile application is compatible with both iOS
and Android devices. The app allows users to control the
robot, view the real-time camera feed, and utilize a simu-
lator of the Unitree A1. However, despite the robot being
available for commercial use since 2020, some features
of the app may not work correctly or require specific pa-
rameter configurations. Furthermore, Unitree provides
users with a Software Development Kit (SDK) to develop
custom code for the robot. This SDK enables developers
to create their own applications and functionalities for
the Unitree A1.

3.2. Pepper
Pepper is the world’s first social humanoid robot capable
of recognizing human faces and basic emotions. It is
optimized for interaction and can engage with people
through conversation or its touchscreen interface. Pepper
is designed for intuitive and natural interaction. It finds
common applications in various fields such as hospitality,
retail, healthcare, education, entertainment, and personal
assistance. Its appearance is depicted in Figure 2.

Pepper has 20 degrees of freedom to achieve more nat-
ural and expressive movements. Additionally, it features
voice recognition available in 15 languages and percep-
tion modules to recognize and interact with the person
in front of it. In terms of physical sensors, the robot
is equipped with touch sensors, LEDs, microphones for
multimodal interaction, infrared sensors, bumpers, an in-
ertial unit, and 2D and 3D cameras to enable autonomous
and omnidirectional navigation. Pepper provides an API
that allows for the development of custom applications
and functionalities for this robotic platform.

3.3. Evaluation
To assess the severity of the discovered vulnerabilities,
the Common Vulnerability Scoring System (CVSS) ver-
sion 3 has been employed [15]. CVSS, or Common Vul-
nerability Scoring System, is an open and widely used
framework that defines metrics for communicating the
characteristics, impact, and severity of vulnerabilities af-
fecting security elements. It provides a standardized way
to evaluate and communicate the seriousness of security
vulnerabilities.

CVSSv3 categorizes vulnerabilities with a numerical
value between 0 and 10. A vulnerability with a score

Figure 2: Appearance of the Pepper service robot.

between 0.1 and 3.9 is considered to have low severity.
Vulnerabilities with a score between 4.0 and 6.9 are classi-
fied as having moderate severity. Finally, vulnerabilities
with a score between 7.0 and 10.0 are considered to have
high severity. This scoring system provides a clear way
to assess the seriousness of vulnerabilities and helps or-
ganizations prioritize their remediation efforts.

CVSS defines metrics to assess the likelihood that a
vulnerability will be exploited. The metrics defined by
the CVSSv3 standard can be seen in Table 1.

3.4. Methodology
The methodology used for the analysis of robotic plat-
forms is similar to that employed in conventional com-
puter systems. Below, we outline the three stages carried
out to assess the security of the Unitree A1 robot and the
Pepper service robot:

• Information Gathering: In this step, informa-
tion is collected about the robotic platform, in-
cluding the type of hardware and sensors used
by the device, the operating system it runs on,
the services it executes, and the nature of the
communications that take place.

• Vulnerability Analysis: Tests are conducted
to identify vulnerabilities in the robotic system.
This analysis encompasses both hardware and
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Table 1
Metrics associated with the CVSS vector in version 3

Symbol Description

AV Attack Vector: Determines how the vulnerability can be exploited, assessing the accessibility requirements.
The values of this metric are:
• Network (N)
• Adjacent (A)
• Local (L)
• Physical (P)

AC Attack Complexity: Determines the attack complexity required to make use of the vulnerability. The values
of this metric are:
• Low (L)
• High (H)

PR Privileges Required: Determines the level of privileges an attacker must have before he can successfully
exploit a vulnerability. The values of this metric are:
• None (N)
• Low (L)
• High (H)

UI User Interaction: Determines if user intervention is necessary for successful exploitation of the vulnerability.
The levels of this metric are:
• None (N)
• Required (R)

S Scope: Determines whether successful exploitation of the vulnerability can indirectly affect other components
outside the scope of the system or application. The values of this metric are as follows:
• Unchanged (U)
• Changed (C)

C Confidentiality Impact: Confidentiality is the ownership of a document, message or data that is only
authorized to be read or understood by certain persons or entities. The values of this metric are as follows:
• None (N)
• Low (L)
• High (H)

I Integrity Impact: Integrity is the property of a document, message or data that guarantees the veracity of
the information. The values for this metric are as follows:
• None (N)
• Low (L)
• High (H)

D Availability Impact: Availability is the property of a system, service, or application that is accessible without
impediments. The values for this metric are as follows:
• None (N)
• Low (L)
• High (H)

software aspects, as well as the systems deployed
by the robot.

• Exploitation of Identified Vulnerabilities: Fi-
nally, identified vulnerabilities are exploited to de-
termine the extent to which these security flaws
pose a risk to the safety of the robot itself and its
surrounding environment.

4. Experimentation and Discussion
The evaluation conducted on these robots aims to iden-
tify vulnerabilities that may be present in the devices and
could be extrapolated to other robotic platforms. The fol-
lowing will demonstrate how both robots share common

vulnerabilities. All vulnerabilities listed below are associ-
ated with an impact vector generated using the CVSSv3
standard, as discussed in Section 3. The discovered vul-
nerabilities, which are explained below, are presented in
Table 2.

4.1. Common vulnerabilities in both
robots

In this subsection, we present the vulnerabilities that are
common to both robots.

10



Table 2
Vulnerabilities of the evaluated robots

Vulnerability Impact Robot

Lack of protection against brute force attacks in SSH protocol High Unitree A1
Pepper

Lack of verification against MiTM attack High Unitree A1
Pepper

Denial of service to the robot’s Web server Moderate Unitree A1
Pepper

Unsecured physical ports High Unitree A1
Web server without authentication Moderate Unitree A1
API access without authentication High Pepper
Communication with the web server without encryption Moderate Pepper

4.1.1. Lack of protection against brute force
attacks in SSH protocol

One way to access the embedded computers inside the
robot is through the SSH protocol. This connection al-
lows for configuring certain aspects of the robot, such
as the AP password, and even controlling the robot us-
ing the installed SDK. Both the Unitree A1 robot and
Pepper do not implement security measures to prevent
brute-force attacks on the SSH servers installed in the
robot. To verify that the SSH servers are vulnerable to
dictionary attacks or brute-force attacks, the open-source
tool Hydra has been used [16].

If an attacker gains access to the robot’s internal com-
puters, they could potentially control the robot remotely
and even delete system files, rendering the device inop-
erable. Furthermore, since the default password for both
devices is considered insecure today and is present in
a wide range of online dictionaries, this vulnerability is
deemed severe with a score of 9 and the following CVSS
vector: AV:A/AC:L/PR:L/UI:N/S:C/C:H/I:H/A:H.

4.1.2. Lack of verification against MiTM attack

Neither the quadruped robot Unitree A1 nor the social
robot Pepper implement security measures to prevent
an attacker with access to the robot’s network from per-
forming a Man-in-the-Middle (MitM) attack. This would
allow the attacker to intercept unencrypted communica-
tions and manipulate them at will. Here’s an example of
the vulnerability in the Unitree A1 robot: The A1 robot
deploys a web server that serves images from the robot’s
camera, allowing an operator to teleoperate the device
remotely.

An attacker who has access to the network deployed by
the robot can carry out a MitM attack, altering the video
transmission from the robot’s camera with another feed
controlled by the attacker, without the victim noticing
any difference. If the robot is used in critical situations,
the operator controlling the robot will not perceive the

Figure 3: On the left, view of the teleoperator after being
attacked. On the right, real image of the robot’s situation.

actual situation, potentially enabling an attacker to cause
harm to the robot itself or its surrounding environment.

To exploit this vulnerability, an ARP Spoofing attack
was conducted using the "arpspoof" tool [17]. This at-
tack is considered one of the most dangerous on LAN
networks [18]. The attacker manipulates both the robot’s
and the victim’s ARP tables, associating their MAC ad-
dress with the victim’s IP address, thereby redirecting
all traffic to a machine controlled by the attacker. Subse-
quently, the attacker redirects the traffic arriving from
the user to a web server identical to the robot’s but un-
der the attacker’s control. In this case, the web server
deployed by the Unitree is MJPG-Streamer, which is pub-
licly available on GitHub [19].

The consequences of such attacks can be critical in
certain environments. For instance, in Figure 3, can see
that the person operating the robot perceives an obstacle-
free corridor, while in reality, the robot is in a hazardous
situation near a set of stairs.

This vulnerability has a high impact with a score
of 8.0 and the following associated CVSSv3 vector:
AV:A/AC:L/PR:L/UI:N/S:U/C:H/I:H/A:H. A video has
been created to replicate the experiment performed [20].

4.1.3. Denial of service to the robot’s Web server

The web servers deployed by both robots are vulnerable
to denial-of-service (DoS) attacks. The process to exe-
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Figure 4: Top view of Unitree A1.

cute this attack is quite similar to the previous one, as it
relies on the ARP Spoofing technique in both cases. To
exploit this vulnerability, the attacker must manipulate
the victim’s and robot’s ARP tables to intercept traffic.
Once the attack is successfully carried out, all packets
are received by the attacker, who will then discard these
packets, causing the legitimate user to lose the connec-
tion to the web server. This vulnerability has a moderate
impact with a score of 5.7 and the following associated
CVSSv3 vector: AV:A/AC:L/PR:L/UI:N/S:U/C:N/I:N/A:H.

4.2. Unitree A1 robot vulnerabilities
This section shows vulnerabilities that exclusively affect
the Unitree A1 robot.

4.2.1. Unsecured physical ports

Figure 4 shows the port distribution of the robot. The
main vulnerability lies in the fact that the robot does
not request any form of authentication when connected
through the provided ports.

The lack of authentication poses several security im-
plications, even without connecting standard input and
output devices such as a keyboard and monitor. Cur-
rently, there are USB-like devices that function as input
and output devices, enabling the execution of commands

simply by plugging them in. These devices are referred to
as Rubber Ducky [21]. Furthermore, the exposure of USB
ports also makes the robot vulnerable to attacks carried
out with a USB killer device [22]. This type of device dis-
charges a high-voltage surge, damaging the components
of the connected device. This vulnerability has a high
impact with a score of 7.5, and the associated CVSSv3
vector is AV:P/AC:L/PR:N/UI:N/S:C/C:H/I:H/A:L.

4.2.2. Web server without authentication

Access to the live video feed from the robot’s camera
does not have an authentication system. Therefore, any
user connected to the network emitted by the robot can
view the real-time image either through the device’s web
server or via the mobile application. To be considered
secure, this functionality should require authentication.

This vulnerability has a moderate impact with
a score of 5.7 and the following CVSSv3 vector:
AV:A/AC:L/PR:L/UI:N/S:U/C:H/I:N/A:N.

4.3. Pepper robot vulnerabilities
In this section, the vulnerabilities that exclusively affect
the social robot Pepper are presented.

4.3.1. API access without authentication

The API implemented by Pepper allows for complete
control of the device. Access to the API occurs without
any form of authentication, so an attacker only needs
to be on the same network as the robot. Interaction
with the API is done through port 9559 using the Python
programming language, although C++ and Java are also
supported.

This vulnerability has a high impact with a
score of 7.5, and the associated CVSSv3 vector is:
AV:N/AC:L/PR:N/UI:N/S:U/C:N/I:N/A:H

4.3.2. Communication with the web server
without encryption

The web server used by the robot utilizes unencrypted
HTTP communication. An attacker connected to the net-
work can sniff the traffic and obtain the access credentials
for the web server, as depicted in Figure 5.

This vulnerability has a moderate impact with
a score of 6.5 and the following CVSSv3 vector:
AV:L/AC:L/PR:L/UI:N/S:C/C:H/I:N/A:N.

5. Conclusions
The use of robotics is becoming increasingly widespread;
however, it is essential that progress in this field is accom-
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Figure 5: Capture of Pepper’s traffic showing the robot’s plaintext credentials.

panied by a thorough review of potential vulnerabilities
in these devices.

In this work, a security evaluation has been conducted
on the quadruped robot Unitree A1 and the service robot
Pepper. Several potential vulnerabilities have been iden-
tified that could be exploited by an attacker to gain unau-
thorized access to the robot or control its movements and
actions. For each of the vulnerabilities discovered in this
work, a Common Vulnerabilities and Exposures (CVE)
has been requested. The CVE program’s mission is to
identify, define, and catalog publicly disclosed cyberse-
curity vulnerabilities.

To continue advancing in the field of robotics, it is
necessary to implement security measures such as user
authentication and authorization, encryption of device
communications, and regular security testing to detect
and address potential vulnerabilities in the software of
various robotic platforms. It is important to emphasize
that the cybersecurity of quadruped and social robots is
a critical issue that must be addressed by manufacturers,
developers, and users of these devices to ensure their
proper functioning and protect them against potential
malicious attacks that could pose a security risk to the
robot itself or to people in its vicinity.
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Abstract
Joining technologies & people in future smart cities infrastructure by merging sensors, effectors and intelligence is going
to create a rather challenging mixed reality transformation. In this sense, the competition between natural and artificial
intelligence is inevitably establishing quite new and interesting society overlaying of humans and technologies with federated
domination areas. The results are presently addressing the digital society transformation towards Society 5.0, whilst
outreaching the next Society 6.0 expectations. The paper is going to outline a comprehensive analytical intelligence framework
(i-framework) for studying the problem, adding a scenario-based proactive analysis, combined with system modelling and
results hybrid multicriteria validation. The intelligent part comes from different AI models that are implemented in the
process, giving supportive and generative added values. Finally, a concluding discussion on the outlined findings is presented.

Keywords
Future smart cities, digital society transformation, security challenges, scenario-based analysis, system modelling, hybrid
multicriteria validation

1. Introduction
Digital transformation is expected to affect in practice all
fields of future society reality, including people and their
residence area, adding also biotope dynamics (to note: cli-
mate changes, species migration, natural disasters, etc.)
[1]. As for the new urban environment of future smart
cities, the process is certainly expected to combine new
IoTs & AI, providing innovative commodities, services (to
mark: transportation, deliveries, education, governance,
media, energy supplies, assistance, medicine, economics)
and jobs for the citizens, aiming the horizon towards
the year 2050 [2]. New smart gadgets’ autonomous in-
tegration (multifunctional robots, vehicles, etc.) with
the vastly interconnected reality (due to broadband wire-
less meshes & optical network technologies enhanced
usage) will additionally advance the new habitual digital
landscape [3].

Thus, the digital change towards the post-information
age is expected to have both - positive and negative trans-
formational effects on the new Society 5.0 idea [4]. The
situation is getting even more complicated with Society
6.0 transcends exploration [5], where AI and machine
singularity are expected to appear in practice.

So, new technologies are going to establish a digital
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divide between citizens in the smart urban reality and the
rest of the populated areas. They are going to be consid-
ered as a new digital class with advanced capabilities but
will be also challenged via joint human-machine threats
in the smart habitat [6]. This definitely will affect future
jobs and culture transformation, together with deeper
smart machines, sensors and algorithms integration in
the transformed people’s lifestyle and environment smart
reshaping. In this context, the security, privacy and eth-
ical issues require an adequate and smart exploration
approach that is proactively organized as to be earlier
prepared as a civilization for this change.

Further, an exploration methodological approach in
this context is going to be outlined, combining both nat-
ural and artificial intelligence with expert analytical sup-
port.

2. Analytical "i-Framework"
Combining human & machine intellect into a joint ana-
lytical power is practically extending some of the ideas
from [1, 7] into a new "i-framework" (see Figure 1), better
applicable to the digital future security dynamics, and
comprehensive proactive exploration.

The extension was organized due to the vast dynam-
ics’ escalation with AI & IoTs immersion in the post-
information age, as stated in the introductory part of the
paper that is difficult to be easily handled due to the scale
and dynamics with human only intellect.

While aiming proactive identification and comprehen-
sive analysis of digital transformation security in general,
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Figure 1: Analytical "i-framework" for digital future security
proactive exploration.

the current "i-framework" implementation is addressing
the future smart cities in particular. Being a broad land-
scape example for security dynamics studying with peo-
ple & technologies digital transformation, the outlined
findings could be further used with the broader digital
society evolution deeper exploration.

Further in the paper a detailed illustration of the trilat-
eral "i-framework", concerning (2.1) Proactive Analytical
Modelling, (2.2) Hybrid Multicriteria Validation & (2.3)
Mixed Reality Assessment will be given for the future
smart cities’ comprehensive security challenges context
exploration.

2.1. Proactive Analytical Modelling
Achieving proactive analytical modelling is combining
both morphological and system analysis approaches. A
starting implementation of the scenario method, with
expert and reference data, towards the establishment
of plausible and implausible scenario combinations is
accomplished. The result is a cross-consistency matrix
𝑀 , containing three types of scenarios, in accordance
with their Relative Common Weight – 𝑅𝐶𝑊 : Active
(tangible), Passive (intangible) & Neutral (probably most
uncertain) [8]. With the present study on future smart
cities, the particular matrix context towards year 2037
and post-information society of 136080 scenarios [1] has
been zoomed for smart cities security topic, with a total
scenario number𝑁* = 2880(𝑁* = 5×3×4×3×4×4;
plausible – 𝑁1* = 86 & implausible ones – 𝑁2* =
2794; from 𝑁1* are additionally selected: Active, i.e. –
"tangible" (76, 𝑅𝐶𝑊 > 0) & Passive, i.e. – "intangible"
(10, 𝑅𝐶𝑊 < 0).

As this landscape shows quite an uncertain future with
mostly implausible scenarios, a deeper analytical causal-
ity exploration has been performed toward smart city
system sensitivity analysis.

A "system-of-systems" modelling paradigm over an
i-fuzzy weighted graph-based "Entity – Relationship"

Figure 2: Future smart cities security transcendents towards
year 2037.

representation in I–SCIP-SA environment [9] has been
performed.

Taking an aggregated analytical representation into a
"3D Sensitivity Diagram" – "3D SD" with Influence – x,
Dependence – y & Sensitivity – z, due to relations i-fuzzy
weights, concerning future smart cities security towards
year 2037 (simulated in 10 steps) is finally achieved with
16 entities (addressing social – yellow, technical – blue
& mixed – white aspects) & 41 bi-directional relations
model (see Figures 3 and 4).

The resulting classification gives four classes for the
model entities distribution (with two subclasses for each:
Active – white & Passive – grey) in the 3D SD diagram
as follows:

Buffering (in green): "Social Credits Score" – 16, being
at the same time Passive.

Active (in red): "Smart Infrastructure" – 5, "Trans-
formed Life" – 8, "Mixed Intelligence" – 11, all being
Active.

Critical (in yellow): "Super Humans" – 3, "Human
Preservation" – 15, both being Passive & "Autonomous
AI" – 2, "Data Leakages" – 6, "New Jobs" – 7, "Smart
Communication" – 9, "Criminal Activities" – 13 all being
Active.

Passive (in blue): "Privacy Concerns" – 1, "World i-
Domination" – 4, "AI Regulations" – 10, "Hardware Com-
promising" – 12, "Law Enforcement" – 14 all being Pas-
sive.

Further, the presented quantitative classification re-
sults could be aggregated in more detail, around several
key findings:

(i) That future smart cities will create numerous threats
and challenges from their critical infrastructure perspec-
tive [10], that could be attacked with different vectors:
communicational, data & hardware ones. Apart of this,
the future superhumans will have a somewhat ambiguous
role with new technologically extended capabilities. So,
insider security threats are neither to be completely ex-
cluded or added by default due to potential technological
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Figure 3: Future smart cities security transcendents of a discrete system-of systems model.

Figure 4: Resulting 3D SD analytical assessment towards
year 2037.

influence.
(ii) New jobs and ambitions for intelligent world domi-

nation will certainly appear and progress both from pos-
itive and negative (criminal, manipulative) perspectives,
adding AI & IoT with new capabilities and challenges;

(iii) Mixing artificial and natural intelligence for future
smart cities’ security could be quite beneficial except
if a superintelligence with negative objectives manages
to compromise the system due to emergency external
influences (natural or man-made disasters).

(iv) Keeping privacy and humanity present understand-
ings will be quite different for the future as the role of AI
& IoT transformation will also demand new ethical and
social boundaries.

All these findings will hopefully omit the dystopian

scenarios with machine-controlled social credits and be-
haviour that normally are a question of culture and social
system respect, whilst trying to keep a non-authoritarian
but secured future urban reality.

As the presented expert findings are mostly based on
expert analytical beliefs, further AI-assisted validation
and assessment will also be given, trying to achieve a
comprehensive urban security landscape exploration.

An overall evaluation of the exercise has been per-
formed by the participants (with Positive either Indefinite
judgment marks) via a q-based survey, giving feedback
for: reality, scenario & interawaring complexity, AI &
human factor roles, training satisfaction (see Figure 6).

Being somewhat subjective the obtained results could
be also enriched with biometric & simulation assessments
(see [1, 9]) and finally combined within the system model.
More details on these ideas will be given further.

2.2. Mixed Reality Assessment
The mixed reality assessment of the accomplished ana-
lytical findings (see Section 2.1) was further conducted,
using a transformed reality interactive simulation, orga-
nized in the framework of CYREX 2023 [11]. Assuming
a fictitious scenario events script (generated with human
intellect guiding & tailoring Open AI ChatGPT results),
interactively played (for about 180 minutes) from the
trainees in several multirole teams, an exploration of
future smart cities security transendents was performed.

The main objective of CYREX 2023 exercise was to test
the human-machine inter-awareness in an imaginary
context, concerning the future smart cities mixed real-
ity from different aspects (both utopian and dystopian
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Figure 5: Selected moments (a, b) & organizational architec-
ture (c) of CYREX 2023 [11].

Figure 6: Aggregated participants’ q-based assessment of
CYREX 2023.

ones), concerning the cyber security area different as-
pects: technological, social, infrastructural, security, po-
litical, governance, diplomatic. The idea was to develop
and test a set of morphological and system models for the
not-so-far future (10-15 years from now), among young

Figure 7: Socio-technological S-shaped curve quantum repre-
sentation, after [1].

people (Y- & Z- generations), joining both human and
machine intelligence in the process of decision-making
and scenario development, while using a role-based orga-
nization, multiple smart gadgets (smartphones, laptops,
advanced PCs, smart TVs & interactive screens) and plat-
forms (Windows, Android, iOS). The training was illus-
trated, combining results of artificially generated images,
videos, sounds and popular multimedia clips (assisted
with Gencraft, beatovenAI & invideoAI). The approach
allows studying of complex security transcendents dy-
namics in a futuristic mixed reality smart ecosystem,
giving excellent training feedback results, especially at
organizational and operational levels.

2.3. Hybrid Multicriteria Validation
The main idea for this section is to combine both hu-
man and AI expectations for the future of smart cities’
security, taking as a base the presented in 2.1. Analyt-
ical i-Framework findings in the dynamic context. So,
a joint smart approach has been further accomplished,
adding human beliefs vs machine-adaptable smart multi-
criteria optimization [10]. In this manner, it is possible
to get a feasible evaluation of potential future expec-
tations, taking into account trends S-shaped dynamics,
but with unplanned jumps (see Figure 7) that could be
best explained with quantum tunnelling effect stochastic
socio-technological modelling of system model relations
dynamics [1].

Selected multicriteria near future illustrative critical
entities (towards the year 2037, see Figure 8), concerning
the system-of-systems discrete model of smart cities se-
curity transcendents (see Figure 3) are further presented,
taking the risk-assessment approach from [12], but using
a percentage-based measuring scale.

So, taking society the system-of-systems model ideas
is quite intriguing as normally the model is both subjec-
tive to the expert beliefs and at the same time – limited
due to the preliminary analytical assessment. In this
sense, the validation process has been extended with
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Figure 8: Selected multicriteria smart cities security future
entities illustrative assessment (after Figure 3) from human –
H & machine – M perspectives towards 2037.

"Other" additional relations and entities. This additional
extension could be produced from both human and gen-
erative AI hints and supplementary human discussions.
With the presented illustrative examples an added hu-
man opinions value has been taken from SRS’2023 young
international participants in the context of Society 6.0
[13]. The machine-generated added value was produced
by taking Open AI ChatGPT feedback with the human
responses’ extension, towards machine domination, con-
cerning smart cities’ security near future evolution.

3. Conclusion
Proactively identifying the future smart cities’ security
challenges is a quite complex task that could benefit from
both human and machine intelligence joint efforts. Go-
ing deeper in the problem normally requires a suitable
framework as has been already shown in the present
study. Whilst human intelligence is always subjective
by nature responsive biometric feedback could be quite

helpful with the analytical models’ more detailed assess-
ments. As for the role of AI, it is still at an early stage
of development and the dream for a “General AI” is still
quite limited. However, it should be honestly marked
that the generative AI on the other hand, is quite sup-
portive in the analytical assessment and experimental
issues. Thus, providing both a neutral opinion advisor
and a rapid prototyping tool that facilitates the explo-
ration efforts’ proactive nature a lot. This clearly shows
a positive technological trend for the not so far digital
future new social evolution.
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Abstract
In modern society, where users are confronted with the necessity of managing an ever-growing number of personal profiles
and accounts, low password security awareness remains a significant vulnerability in cybersecurity. Despite the existence of
numerous tools designed for password safekeeping, educating users and broadening their knowledge of password strength and
related cybersecurity risks cannot be understated. The popularity of gamification as an educational technique for overcoming
challenges in different domains, mostly related to the lack of motivation and attention, has grown in recent years. This paper
explores the concept of a two-dimensional game in which players face specific challenges aimed at replacing existing weak
passwords with new, stronger ones, while avoiding the loss of access to various platforms. Time constraints and simulated
cyber-attacks enhance the learning process and underscore the importance of the analyzed topic.

Keywords
Gamification, Security awareness, Games-based learning, Human-centered cybersecurity

1. Introduction
In the digital age, our society increasingly relies on the
Internet for various aspects of our lives, from banking
to e-commerce. Transactions conducted online often
require the exchange of personal information, such as
home addresses and credit card details. Within this digital
landscape, passwords continue to serve as the primary
authentication mechanism for accessing online services.
Ensuring users remain secure while using passwords is of
paramount importance. This paper seeks to address the
critical need to enhance security awareness and promote
better password practices through the implementation
of gamification techniques.

Importance of raising password strength awareness
and concept of gamification and its application within
the context of the learning environment will be explored
within this paper. Additionally, an concept overview of a
two-dimensional game (“Lockedout”) in which players
face specific challenges aimed at replacing existing weak
passwords with new, stronger ones, while avoiding the
loss of access to various platforms will be presented.
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2. Importance of password
strength awareness

The Internet presents numerous potential risks when
browsing the web, such as interacting with malicious
websites and domains, using inadequately constructed
and weak passwords, responding to phishing emails and
messages etc. These risks can place users in dangerous
situations [1]. Various methods have been employed to
raise user security awareness during online transactions.
With the prevalence of password-related vulnerabilities,
research efforts have predominantly concentrated on the
creation and enhancement of security awareness tools
aimed at fortifying password security.

Users often grapple with the creation and retention
of strong, secure passwords, leading to various studies
aimed at addressing this issue [2, 3, 4]. Experience has
revealed that the prevalent method of incorporating pass-
word meters into password creation forms can frequently
create a false sense of security. This is often attributed
to the shortcomings in many of the available password
meter algorithms, which may incorrectly label weak or
poorly defined passwords as strong [5, 6]. Research sug-
gests that additional factors should be considered when
using password meters, such as user perceptions of ac-
count importance, as opposed to solely relying on the
feedback provided by the meter. It becomes evident that
password meters alone may not be sufficient in raising
awareness and encouraging the creation of secure pass-
words.

Persuasive messages intended to instill fear by outlin-
ing the possible consequences of non-compliance have
also been investigated as a means to boost security aware-
ness. By educating end-users on the importance of pass-
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word strength and heightening their awareness of asso-
ciated risks, this approach has proven effective in moti-
vating users to craft more robust passwords.

Despite ongoing efforts, issues with password hygiene
persist, highlighting the necessity for more effective ways
to convey password security information to users.

3. Gaminfication
Gamification is often described as the application of game
design principles in non-gaming contexts [6, 7]. However,
it encompasses more than just incorporating elements
from games. It encompasses the infusion of game think-
ing into non-game scenarios, involving elements such as:
player control, rewards, progress mechanics, collabora-
tive problem-solving, storytelling, and even competition.
At its core, gamification seeks to motivate individuals
to change their behavior, primarily through enhanced
engagement and motivation.

Research and recent studies have unveiled numerous
instances where competitive elements successfully en-
couraged participants to change their behavior [6, 8]. The
inclusion of competitive and cooperative elements in non-
game contexts exemplifies the integration of gamification.
Such gamified contexts provide a safe environment for
participants to practice and hone their skills under pres-
sure, fostering an environment of controlled learning
and adaptation. Despite the growing popularity of digital
or online gamified environments, gamification can also
be seamlessly incorporated into tabletop contexts, using
elements from card games or board games.

Studies consistently indicate a preference for gami-
fied environments over their non-gamified counterparts
among participants. The advantages of increased engage-
ment, motivation, and skill development make gamifica-
tion an attractive proposition for cybersecurity educa-
tion and awareness. Nevertheless, a detailed investiga-
tion into the precise application of gamification within
existing cybersecurity awareness contexts remains an
underexplored area.

4. “Lockedout” – Game concept
"Lockedout" is a 2D pixel art time challenge game de-
signed to educate players about prevalent cybersecurity
risks and underscore the critical importance of password
strength. It embraces a pixelated aesthetic reminiscent
of video games from the 1980s and 1990s, deliberately
chosen to infuse a sense of charm and playfulness into
the overall gaming experience.

The game’s title (Figure 1.), "Lockedout," is a wordplay
carefully selected to convey the concept of being virtually
locked out due to password-related issues.

Figure 1: Current game title/logo design.

Figure 2: Password change UI.

4.1. Game Structure
In terms of UI/UX elements, "Lockedout" will revolve
around the visible borders of a computer monitor, featur-
ing a fictional operating system (OS) hosting five simu-
lated computer applications. Additionally, an OS Guard,
akin to antivirus software, will facilitate player interac-
tions within the game and provide essential narrative
elements and guidance (Figure 2.). Each of the computer
applications will possess its own interface, complete with
predefined content, and will serve as representations of
significant daily activities necessitating robust password
protection:

• Email communication
• Socializing with friends
• Online shopping
• Engaging with social media
• Managing bank account and transactions

A fully operational password checker, featuring a pass-
word strength indicator and corrective notifications, will
serve as a key gameplay mechanic. The flow of gameplay
will be regulated by a predefined scenario and relevant
timers.

An imaginary hacker or hacker group will also be fea-
tured in the narrative; however, they will not be directly
portrayed within the game.
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Figure 3: OS Login screen.

Figure 4: Desktop.

4.2. Gameplay scenario
First element of player-game interaction represents an
old computer monitor with an operating system login
window (Figure 3). Several sticky notes are scattered
across the monitor frame, with login and password care-
lessly written on them. Player needs to use these written
credentials in order to access the system.

Upon entering the desktop, the player encounters a
file named "MyPasswords.txt" and five distinct computer
application icons on the taskbar: "Email," "Bank," "Chat,"
"Social," and "Shopping" (Figure 4.)

At this stage„ player can access the text document, or
see the interface of each application and read predefined
content. The text document (Figure 4) holds passwords
for each application, shockingly weak and representa-
tive of statistically some of the most commonly used
passwords in the world:

• Email: "123456"
• Bank: "password123"
• Chat: "letmein"
• Social: "qwerty"
• Shopping: "shopping123"

Upon a short interval, a visual and audio notification
triggers within the “Chat” app (Figure 5), revealing a mes-
sage from a friend inquiring about recent data breaches in

Figure 5: MyPasswords.txt document preview.

Figure 6: “Chat” app UI.

their city. As the player begins to respond to the message
(or when a short timer elapses due to player inactivity),
they are abruptly logged out of the chat application.

An OS Guard notification then appears, warning the
player of an ongoing cyberattack (Figure 6) and prompt-
ing them to change their password to protect their ac-
count. Subsequent pop-ups follow, indicating attacks on
other applications, heightening tension.

Each app screen displays a red timer, reflecting the time
remaining for the player to enter their old password and
generate a new, robust one. Timer durations are based on
the application’s importance, with the bank application’s
timer set to the shortest duration, emphasizing its critical
nature. The chat and social media apps enjoy slightly
longer timers.

In addition to time constraints, the player faces a lim-
ited number of password change attempts, with each
password required to be unique and meet predefined
strength criteria. Throughout this phase of the game, OS
Guard occasionally provides essential feedback and tips
on password strength, and the password check window
informs the player of unsuccessful attempts, specifying
the contributing factors.

If the timer expires on an application or if the player
accumulates too many failed attempts to change a pass-
word, the hacker takes control of the app account, en-
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Figure 7: Guard prompt when system is under cyberattack.

gaging in malicious activities such as sending phishing
emails, creating compromising posts, or initiating friend
requests.

The primary objective of the game is to safeguard
as many accounts as possible. Successfully changing
all passwords with strength and uniqueness enables the
player to defeat the hacker’s attempts and receive a con-
gratulatory victory screen. Conversely, the game con-
cludes with a loss if the player loses access to the "Bank"
app or if two or more other accounts are compromised.

Following either a win or a loss, an epilogue provides
a summary of best practices for password security. It
further explains why the passwords in the initial textual
document were weak. Players are granted the option
to delve deeper into password security through links to
additional resources or tutorials.

4.3. Educational and informative aspects
The game’s narrative seamlessly integrates educational
content into the player’s journey, resulting in an engag-
ing and immersive learning experience. It ensures that
players develop a nuanced understanding of the risks
associated with weak passwords, highlighting poor prac-
tices such as storing login data in easily accessible loca-
tions like sticky notes or files on the computer desktop.

"Lockedout" offers in-game tutorials and pop-up tips
to educate players on password strength, complexity, and
the significance of unique passwords. Real-time feedback
on password strength, accompanied by explanations of
the criteria for robust passwords, enhances the learning
process.

After each playthrough, an informative summary re-
inforces the importance of sound password practices,
providing practical guidance. Furthermore, a dedicated
section invites players to delve deeper into the subject,
offering supplementary resources to expand their knowl-
edge.

To ensure that game is accessible to players with vari-
ous levels of gaming and technical experience, potentially

different difficulty levels will be implemented to cater to
beginners and more advanced users.

5. Conclusion and future work
The gamification of password security education, exem-
plified by "Lockedout: Password Defense," marks a sig-
nificant innovation in the realm of digital security in-
struction. Password security is an indispensable facet of
modern life, and yet, conventional methods of education
in this domain often fall short in terms of engagement
and efficacy. By embracing gamification, this chapter has
demonstrated the potential to transcend these limitations
and foster a more interactive, enjoyable, and impactful
learning experience.

"Lockedout" reinforces the significance of strong and
unique passwords while actively promoting good prac-
tices and awareness. This approach is not only informa-
tive but also enjoyable, creating a transformative learning
experience. "Lockedout" should represent a small step
toward enhancing password security education. Its gam-
ification principles will provide an innovative path for
teaching users about the importance of strong passwords,
making the educational journey more engaging and, ulti-
mately, more effective.

Future work considers completion and refinement of
all required graphics and audio elements. The game will
be developed in the Unity engine, utilizing the C# pro-
gramming language. This development phase includes
the implementation and customization of the password-
checking algorithm. Additionally, extensive testing and
optimization procedures will be conducted to ensure a
seamless and robust gaming experience.
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Channel
Andreja Samčović1,*

1Faculty of Transport and Traffic Engineering, University of Belgrade, Vojvode Stepe 305, 11000 Belgrade, Serbia

Abstract
This study was performed to test the opinion of students regarding the information security on the social network Facebook
as a communication channel. Another goal of this research was to get information on the amount of students who are familiar
with the privacy practices of this network and the risks of leaving data on social networks. Respondents were given the
opportunity to make their suggestions how to raise user’s awareness about the risks as well as who could assist in raising
awareness of the risks about entering data on social networks. The results of a survey are presented in this paper.
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1. Introduction
Today we can hardly imagine our lives without the inter-
net as the most massive type of communication. Internet
offers us answers to all our questions, and for the shortest
period of time we can have access to educational materi-
als, entertainment, business opportunity. Modern digital
culture brings significant changes in different spheres of
life, but it seems that most interest aroused by changes
related to the mode of communication. The public is
asked various questions, from how the "healthy" com-
munication that is achieved in this way, through that
as authentic to how, in the end, it’s safe to communi-
cate. The internet has certainly revolutionized our life
(in many ways), and social networks have made their
revolution on the internet.

When it comes to social networking, the first associ-
ation is linked to Facebook (FB), the largest and most
popular virtual community of its kind in the world. The
functioning of such networks includes personal profile
repository for sharing information through messages
on the walls and the ability to facilitate social cohesion
users with instant messaging (IM) and e-mail. When
people join a social network, they start with creating a
profile, and connect with existing friends as well as meet-
ing other different needs for communication. Members
use these sites for multiple purposes. While the initial
motivation was to maintain communication and relation-
ships, still popular activities include updating various
activities, photo sharing and archiving events, getting
news about the activities of friends and upcoming major
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events. Users can join the networks that are organized
by city, workplace, school, and region to connect and
interact with other people. Also, people can add friends,
send them messages, and can add new information to
their profiles to notify us about new developments.

One can ask have we ever wondered what is that
strange force that draws us like a magnet to read FB’s
"News Feed" (News), full of useless information about
extraneous activities from our friends. Sociologists be-
lieve that the phenomenon is called ambient awareness
(awareness of the environment) as our genetically in-
grained deep in the subconscious, and it explains this
phenomenon of using Facebook and Twitter. Facebook’s
News Feed, therefore, gives individuals the opportunity
to be closer than ever with people from their surround-
ings, which is contrary to the claims that it leads to social
isolation and alienation.

Social scientists even claim that the facts tell a differ-
ent story - this is an invention that mankind actually
needed, because in the last 20 years people are isolated
more than ever - working from home or in remote places,
resulting in a reduction of contacts with friends and ac-
quaintances. So this is the reason why micro-blogging
(write status) has become emerged as a dominant form
of digital communications today. Sociologists argue that
micro-blogging is drastically different from blogging. For
someone to write an article on his blog, it is necessary
to prepare, collect material, think, write, erase ... like
when writing a book. However, micro-blogging does
not require any effort. Trends show that blogging is in
decline.

Another advantage of this way to communicate is that
it is now much easier to solve various problems. It ap-
plies the so-called "law of weak ties." Weak links are the
links to the people that mean we are not friends but ac-
quaintances, people who are somewhere in the passage,
met through work or with our real friends. Most people

The 14th International Conference on Business Information Security
(BISEC’2023), November 24th 2023, Niš, Serbia

26

mailto:andrej@sf.bg.ac.rs
https://orcid.org/0000-0001-6432-2816
https://creativecommons.org/licenses/by/4.0
http://ceur-ws.org
http://ceur-ws.org


among their FB friends have most of these "weak ties."
This has its advantages, if we find ourselves in a situa-
tion where we need a solution to a problem we are much
more likely to occur with a solution. Our close friends
probably will not know the solution, no matter how hard
we try, because they move in similar circles as we hear
similar information and know how we do. But in these
situations, almost always occurs from round one "weak
ties" who knows the solution.

Social networks, as well as use of the internet and
mobile phones today are standard and something without
which we cannot, especially among young people. How
serious thinking about the Internet is the fact that the
Finnish Government made a decision on which is the
internet in Finland became law guaranteed, which means
that every citizen of the country is in due course to have
a universal, legally protected access which means it is
considered that it is essential for normal life.

In addition to younger generations that use the inter-
net as a source of knowledge, in Facebook we may find
the friends we have not seen a long time, or who live far
away, and keep in contact with them, and we can meet
some new people, one has to recognize that Facebook
has its drawbacks. As on the internet there are also a
variety of opportunities for abuse on the Facebook.

2. Related research on Facebook
The use of social networks in the modern sense began
in 1997 with the access of the social network SixDe-
grees.com that allowed its users to create profiles, list
their friends of, and a year later to surf the friends list
[1]. Later on, two web sites became particularly popu-
lar: MySpace and Facebook. Facebook was created in
early 2004 by Mark Zuckerberg while he was a student
at Harvard. First, his approach was only to the students
of the University who have had their e-mail addresses in
order to later, and in 2005 he spread the network to other
stakeholders outside of the university network.

Report from the "Pew Internet and American Life
Project" [2] showed the growing social role of communi-
cation technology in the lives of young people. According
to the report 3/4 of teenagers aged between 12 and 17
years use internet and IM while these technologies are
becoming an important aspect of their lifestyle. 76% of
teenagers say they would miss it greatly when they could
no longer use it. 48% said that they had contributed to
improve the quality of their relationships with friends,
while 32% think that it helps them in establishing new
friendships. More than a third of adolescents use IM to
communicate the content that otherwise would not dare
to face to face communication, such as calls for going out
(17%) or disconnecting (13%). In the project in 2007 [3],
it was shown an increase in the number of online users

at 93%. Most use it for the purpose of social interaction,
as a place of sharing ideas and their experiences, while
the use of other technologies such as e-mail drops.

As one of the most popular social network, Facebook
is a tool for communication very similar to e-mail as it is
essentially based on the same technology. Most higher
education institutions use this kind of communication.
However, still most of the communication between teach-
ers and students is carried out by e-mail. Teachers will
certainly be willing to adopt the technology for which
it is established that can facilitate communication with
students. Even more significant is the social aspect of the
FB. In teaching experience it looks promising to estab-
lish appropriate relationships with students by FB and
similar technologies as an effective business move for
the establishment of such links. While many teachers
have their FB page and are actively connected with his
students, some experience suggests that there must be
an awareness of the problems that such activities carry
[4, 5].

Mazer et al. [6] found that FB is starting to be used
by both students and teachers. According to the official
Facebook about 297,000 members identified themselves
as teachers. They suggest that student’s use FB by teach-
ers perceived as an effort to foster positive relationships
with their students. It can have a positive impact on their
success and show the acceptance and understanding of
contemporary student’s culture. While on the other hand,
this can lead to distortion of their credibility. This inter-
action can be a key factor in the quality of online courses
[7]. FB with its unique characteristics (feed, online games
and chat) can encourage interaction and involvement of
users regardless of location and transcends language bar-
riers. Researchers in the social sciences are trying to
study the use of FB among the younger generations [8],
to understand their online interaction, communication
and identity as members of online communities.

An increasing number of publications have been deal-
ing with the exploration of the way that young people,
especially how university students use information and
communication technology [9, 10, 11, 12]. Although they
were designed primarily for social purposes, social net-
works indicate the transition to other areas of adolescent
life, including education. Karlin [13] reports that almost
60 of students use social network in order to communi-
cate on issues related to education, and more than 50 use
for the exchange of experience on homework.

Salaway et al. [14] have found that students spend
18 hours on average a week in online activities. The
most popular and most common online activities of stu-
dents are visiting the websites of social networks [10, 15].
Quan-Haase [16] reports that 65% of students spend more
than three hours a day online, 62% use e-mail per week,
67% use IM daily, while the majority of students used IM
for more than 4 years. Morgan and Cotten [15] found
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that students spent an average of 3.9 hours using e- mail,
16.3 hours in chatting by using IM, and nearly 12 hours
per week using the Internet for purposes that do not in-
volve communication activities, such as surfing or play-
ing games. Hargittai [17] found that 82% of students are
communicated to participate in chatting, and nearly 84%
are online more than once a day.

Nagel and Kotz [18], suggest that it is necessary to
pay attention to the activity on social networks and in-
terpersonal relations as a new form of opportunities for
learning, training, exchange of experience and cooper-
ation. For example, joining groups where users share
similar interests has pedagogical potential that can be
used in constructive ways [19].

3. Survey results
This study should provide preliminary data on the
security-related use of FB by the students. The sam-
ple consisted of 120 subjects (67% female, 33% male),
predominantly students of Transport and Traffic Engi-
neering at the University in Belgrade, Serbia. The par-
ticipants voluntarily agreed to participate in the study.
Students completed a survey consisting of 15 multiple-
choice questions, which, in addition to gender and age
information, included information how many friends
they have on FB, do they accept request for friendship
of unknown persons, how much time they spend on
FB, do they leave any other except mandatory informa-
tion, are they informed about the privacy policy of FB
[http://www.facebook.com/about/privacy], did they ad-
just the privacy of their account, are they aware of risks
when leaving information, do they think that informa-
tion on FB is safe, has the security of their data ever been
in danger, do they think that FB users in Serbia are aware
of risks, which would be the most appropriate way to
familiarize the users with risks as well as who should
take care of informing users about the risks. Analysis of
results included the calculation of basic parameters of
descriptive statistics. Figure 1 provides a diagram of the
structure of the sample by age groups.

As we can see from the graphic, most of the respon-
dents were in the age group of 21 to 25 years (about 54%),
but also other groups were under-represented. In the age
group of 15 to 20 years 13.33% persons were interviewed,
in the group of 26 to 30 years were 23% users and over
30 years we have 10% of respondents. Figure 2 provides
a gender structure of the sample.

The gender composition of the sample consisted of
67% female and 33% male respondents. Figure 3 provides
a graphic representation of the number of friends that
the respondents had classified by different age groups.
The most respondents in the age group of 15 to 20 years
have more than 200 friends on the Facebook. Half of the

Figure 1: Structure of the sample by age groups.

Figure 2: Gender structure of the users.

Figure 3: Number of users’ friends by age groups.

respondents in the age group of 21 to 25 years have more
than 200 friends and only eight users in this group have
less than 100 friends. The age group of 26 to 30 years
also has respondents with the largest number of more
than 200 friends. Only in the respondents’ group over 30
years none of the participants has more than 200 friends.

Respondents were also asked about accepting friend’s
requests sent by strangers and 50% of them said they do
not accept such requests. However, even 43.33% of re-
spondents sometimes accept these requests while 6.67%
of the respondents accept always this request. Figure 4
provides a graph of respondents’ attitudes from differ-
ent age groups to accept requests for friendship from
unknown people. In the age group of 15 to 20 years, in
which the survey participants reported to have friends
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Figure 4: Attitudes of users from different age groups accord-
ing to the request for friendship from unknown persons.

“mostly”, it can be seen that all of them sometimes accept
friendship requests from strangers. In the age group of
21 to 25 years less than 13% of respondents would accept
such a request; 31.25% of respondents would accept some-
times, while 56.25% do not accept these requests. On the
other side, 42.86% of the respondents aged between 26 to
30 years sometimes accept it, while 57.14% of this group
does not ever accept friend’s requests from strangers. A
third of the age group over 30 years sometimes accepts
this request while 66.66% (of this group) do not accept.

Based on the above diagram it can be concluded that
the respondents in the age group of 15 to 20, and from 21
to 25 years are very careless because those groups have
the highest percentage of respondents who sometimes
accept the requests, and there are even respondents who
always accept such demands. Accepting requests from
strangers can significantly threaten the security of user’s
information, as well as, their safety. Behind these claims
may be an attacker who wants to get closer to the user to
reveal some information or with the intention for physi-
cal attack on the user. Respondents from the age group
of 26 to 30 years or more than 30 years are more cautious
about accepting friend’s requests from strangers. None
of the subjects in these two groups were ready to accept
such a request while a small amount sometimes accepts
such a request. The largest percentage of respondents in
the two groups does not accept such requests.

As for the time spent on the Facebook, respondents
identified themselves as follows: 53.33% participants said
they spend more than 30 minutes, 30% spend more than
1h, 16.67% spend more than 2 hours, and only four re-
spondents spend more than 3 hours on this network.
The majority of respondents said they carried out for 30
minutes to 1 hour on this social network.

Users were also asked whether they leave some other
information on Facebook, except the mandatory data, and
the graphic representation of their responses was shown
in Figure 5. This issue refers to the attitudes of users
towards leaving photos, videos, interests, etc., on the
Facebook. The vast majority, 93% of the respondents said
that they leave secondary data on this network. Most
respondents except profile picture inserted videos, in-
terests, information about qualifications, status and so

Figure 5: Do you leave some information on Facebook other
than the mandatory?

Figure 6: Overview of the familiarity of the users with the
privacy policy on Facebook.

on. Almost all respondents indicate their friends in pho-
tographs and videos. Only 7% said that except for the
information required for registration, leave no other in-
formation on social network Facebook.

Respondents were also asked about knowledge of the
privacy policies of the Facebook. Figure 6 provides an
overview of the responses to this question.

Most of the respondents i.e. 60% are only partially
aware of the privacy policy of Facebook as much as 10%
were not familiar at all. Only 30% of the respondents
were fully aware of the privacy policy. According to the
results obtained by placing the matter it can be concluded
that it is necessary to inform users of social networks
with privacy policies to make them aware of ways how
to use the information provided by, the reasons why it is
necessary to leave the data for the registration as well as
the tools that they make it easier to find friends and to
set up an account.

Respondents were also asked about the account set-
tings or if their account on the Facebook is completely
private, public or partially private. Figure 7 shows a
graphic representation of research on privacy accounts
where respondents are sorted by age group.

Research has shown that, as far as the age group of
15 to 20 years, the largest number of accounts (50%) is
partially private while some information is private and
some is public. A quarter of respondents in this age group
reported that their accounts are public and the same per-
centage thinks that they have fully private accounts. In
the age group of 21 to 25 years 50% of users have con-
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Figure 7: Overview of the policy accounts by age group.

firmed that their accounts are completely private, slightly
less (43.75%) of the respondents think they have partially
private accounts while only 6.25% think their accounts
are public. Similar results were given by the respondents
in the age group of 26 to 30 years. The most of this group
taught they have entirely private accounts (50%), and less
of them think their accounts are partially private (37.5%)
while several subjects have opinion their accounts were
public (12.5%). As for the age group of the respondents
that have more than 30 years, the situation looks different.
In this group, even 66.67% think their accounts are com-
pletely private while 33.33% have opinion the accounts
have been partially private and none of the respondents
said about a public account.

4. Conclusion
On the basis of the survey presented we can come to the
conclusion that it is necessary to inform the users of the
Facebook about the dangers that can be caused by leaving
their data on social networks. Also, it is necessary to
familiarize the users with the privacy because, although
the Privacy Policy is available on social networking sites,
a small number of users are informed.

Users of social networks mostly have information
about the risks they are exposed on social networks and
how to use data that get through newspaper articles or
television. However, information obtained in this way is
often incomplete or inaccurate. In order to reduce attacks
on user’s accounts we need to appeal to customers to get
more informed about the risks brought leaving data on
social networks. It is also necessary that the owners of
social networks appeal to users how to learn about the
privacy policies of social networks and they should point
to the fact that it is very important to set the privacy
orders.
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Abstract
The development of new technologies and daily exposure to the Internet creates the need to hide data and securely send
information. In this paper, we present an algorithm for data encryption and decryption based on the transformation of
Christoffel symbols using conformal mapping, which uses structures from differential geometry. The uncountable infinities
of real numbers and quadratic functions are used for better hiding of messages.

Keywords
encryption, decryption, security, metric tensor, Christoffel symbols, conformal mapping, tensor deformation, differential
equations.

1. Introduction
Cryptography is a scientific discipline that deals with
the study of methods for sending messages in such a
form that only the person for whom they are intended
they can read. Generally speaking, cryptography deals
with a problem data encryption and decryption. The
very word cryptography is Greek origin and means a
secret (hidden) record (letter).

Some elements of cryptography were already present
among the ancient Greeks. Namely, the Spartans in the
5th century BC used the device for encryption called
Scytale. It was a wooden stick around which wound
the string on which the message was written. After
registration messages, the string would unravel, and
they would remain mixed up on it signs that could only
be read by someone who had a staff of equals thickness.

The main task of cryptography is the investigation and
application of methods used for message transmission in
the form readable and comprehensible by the Receiver,
as well as to potentiate secure communication between
Sender and Receiver, disabling any message detection,
modification, or infiltration by Third person.
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The communication procedure between the sender
and the receiver is as follows. The Sender transforms the
original message (plain text) into an incomprehensible
message (cipher text) using a previously determined key.
This message is hence sent to the receiver who, knowing
a key, can decode the message, and therefore read it.
Third person can intercept the message, or can disguise
their self as receiver in order to receive this message [1].

Depending on the number of keys used in encrypt-
ing/decrypting process, there are two types of crypto-
graphic algorithms [2, 3]:

• Symmetric algorithms: Both the Sender and the
Receiver need to have the same key in to encrypt
their messages, with a necessary condition of se-
cure key exchange, as shown in Image 1 (a) [1].

• Asymmetric algorithms: Both the Sender and
the Receiver have a private and public key. The
sender can easily encrypt the message for the Re-
ceiver, but only the Receiver has the correspo-
nding private key to decrypt the message, as
shown in Image 1 (b) [1].

2. Necessary deffinitions
Before presenting the encryption and decryption algo-
rithm, we will present the necessary terms in differential
geometry: metric tensor, Christoffel symbols, conformal
mapping, tensor deformation.

An 𝑁 -dimensional manifold 𝑀𝑁 =𝑀(𝑥1, . . . , 𝑥𝑁 )
in whose any point is defined a symmetric (covariant)
metric tensor 𝑔 whose components are 𝑔𝑖𝑗 , 𝑔𝑖𝑗 = 𝑔𝑗𝑖,
𝑖, 𝑗 = 1, . . . , 𝑁 , is Riemannian space R𝑁 (see [4]). The
matrix

[︀
𝑔𝑖𝑗

]︀
is assumed to be regular, i.e. det

[︀
𝑔𝑖𝑗

]︀
̸= 0.
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Figure 1: Symmetric and asymmetric algorithms [1]

The components of contravariant metric tensor 𝑔−1 are[︀
𝑔𝑖𝑗

]︀
=

[︀
𝑔𝑖𝑗

]︀−1.
In our research, we will use the metric tensor 𝑔 =

𝑔(𝑡), for the variable 𝑥1 = 𝑡, where other variables
𝑥2, . . . , 𝑥𝑁 are constants. Then space R𝑁 = R𝑁 (𝑡)
is space-time.

The geometrical objects

Γ𝑖.𝑗𝑘 =
1

2

(︀
𝑔𝑗𝑖,𝑘 − 𝑔𝑗𝑘,𝑖 + 𝑔𝑖𝑘,𝑗

)︀
, (1)

are the Christoffel symbols of the first kind. The partial
derivative 𝜕/𝜕𝑥𝑘 is denoted by comma.

The components of Christoffel symbols for space-time
R𝑁 (𝑡) are

Γ𝑖.𝑗𝑘 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1

2
𝑔11,1, 𝑖 = 𝑗 = 𝑘 = 1,

1

2
𝑔1𝑖,1, 𝑗 = 𝑘 = 1, 𝑖 ̸= 1,

−1

2
𝑔𝑗𝑘,1, 𝑖 = 1, 𝑗 ̸= 1, 𝑘 ̸= 1,

1

2
𝑔𝑖𝑘,1, 𝑗 = 1, 𝑖 ̸= 1, 𝑘 ̸= 1,

1

2
𝑔𝑗𝑖,1, 𝑘 = 1, 𝑖 ̸= 1, 𝑗 ̸= 1,

(2)

and Γ𝑖.𝑗𝑘 = 0 in all other cases.
The Christoffel Symbols of second kind are

Γ𝑖𝑗𝑘 = 𝑔𝑖𝑝Γ𝑝.𝑗𝑘.

For the known Christoffel symbol Γ𝑖.𝑗𝑘 , the compo-
nents of corresponding metric tensor are

𝑔𝑖𝑗 = −2

∫︁
Γ1.𝑖𝑗𝑑𝑡+ 𝑐𝑖𝑗 = 2

∫︁
Γ𝑖.1𝑗𝑑𝑡+ 𝑐𝑖𝑗 (3)

= 2

∫︁
Γ𝑖.𝑗1𝑑𝑡+ 𝑐𝑖𝑗 .

Let also 𝜓 = 𝜓(𝑥1, . . . , 𝑥𝑁 ) = 𝜓(𝑡, . . . , 𝑥𝑁 ) be a
scalar function. The transformation

𝑔𝑖𝑗 → 𝑔𝑖𝑗 = 𝑒2𝜓𝑔𝑖𝑗 , (4)

is the conformal transformation of space R𝑁 to the space
R̄𝑁 . The components of metric tensor of the Riemannian
space R̄𝑁 are 𝑔𝑖𝑗 .

The transformation rule of Christoffel symbols Γ𝑖𝑗𝑘 to
Γ̄𝑖𝑗𝑘 is

Γ̄𝑖𝑗𝑘 = Γ𝑖𝑗𝑘 + 𝜓𝑗𝛿
𝑖
𝑘 + 𝜓𝑘𝛿

𝑖
𝑗 − 𝑔𝑗𝑘𝑔

𝑖𝑝𝜓𝑝. (5)

In the last equation, 𝜓𝑗 = 𝜕𝜓/𝜕𝑥𝑗 . After contracting
the equality (5) by 𝑖 and 𝑘, one gets

𝜓𝑗 =
1

𝑁

(︀
Γ̄𝑝𝑗𝑝 − Γ𝑝𝑗𝑝

)︀
. (6)

The inverse transformation of the transformation (4) is
conformal mapping determined by scalar function �̄� =
−𝜓.

The geometrical object 𝑃𝑖.𝑗𝑘 = Γ̄𝑖.𝑗𝑘 − Γ𝑖.𝑗𝑘 =
𝜓𝑗𝑔𝑖𝑘 + 𝜓𝑘𝑔𝑖𝑗 − 𝑔𝑗𝑘𝜓𝑖 is tensor. This tensor 𝑃𝑖.𝑗𝑘 is
the tensor deformation. For encryption and decryption
of texts, the tensor 𝑃𝑖.𝑗𝑘 will be used.

With the necessary terms from differential geometry
in place, we may proceed with the encryption and de-
cryption algorithms.

3. Algorithm for encryption and
decryption

The main purpose of this work is to use terms from
differential geometry, ie. conformal mappings for
hiding textual data. We present an algorithm for
data encryption and decryption based on the transfor-
mation of Christoffel symbols using conformal mappings.

The space-time R𝑁 (𝑡) has 𝑁 dimensions, which are
large enough. Suppose that linear function 𝑏 : N → N
is bijective, and array 𝒜 composed of 𝑀 rows with not
necessary equal numbers of elements. The 𝑞-th element
in the 𝑝-th row of the array 𝒜 is marked by the object
𝒜𝑝𝑞 . The transformation 𝑢 = 𝑝+𝑀 ·𝑛1, 𝑣 = 𝑞+𝒜𝑝 ·𝑛2

is transformed the position (𝑝, 𝑞) of a character from the
array 𝒜 to the pair (𝑢, 𝑣), for number of elements in the
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𝑝-th row of array 𝒜 equal 𝒜𝑝 and 𝑛1, 𝑛2 ∈ N. This pair
is represented by complex number

𝑧𝑝𝑞 = 𝑢+ 𝑖𝑣 = 𝑝+𝑀 · 𝑛1 + 𝑖 · (𝑞 +𝐴𝑝 · 𝑛2) (7)

The position (𝑝𝑘, 𝑞𝑘) of 𝑘-th character in text 𝜏 is
characterized by complex number 𝑧𝑘 = 𝑝𝑘 + 𝑖 · 𝑞𝑘 .
The transformed position (𝑢𝑘, 𝑣𝑘) of this character is
characterized by complex number 𝑧𝑘 = 𝑢𝑘 + 𝑖 · 𝑣𝑘 .

Let us encrypt the text 𝜏 consisted of 𝑐 characters

3.1. Encryption
Input

Private key consisted of array 𝒜 with 𝑀 rows with
not necessarily equal numbers of elements in any row,
and function 𝑏(𝑣) = 𝑣 + 𝑛𝑏, for coefficient 𝑛𝑏, the
covariant vector 𝜓𝑗 = 𝜕𝜓/𝜕𝑥𝑗 have ∞ components,
the numerical matrix 𝑃1.𝑖𝑗 = 𝜓𝑖𝑔1𝑗 + 𝜓𝑗𝑔1𝑖 − 𝑔𝑖𝑗𝜓1 of
the type (∞,∞), and the text 𝜏 of 𝑐 characters.

Let’s apply the following steps:

• ENC1: In text 𝜏 find the corresponding posi-
tion (𝑝𝑘, 𝑞𝑘) for the 𝑘-th character in the array𝒜.

• ENC2: The pair (𝑝𝑘, 𝑞𝑘) transform to pair
(𝑢𝑘, 𝑣𝑘) = (𝑝𝑘 +𝑀 ·𝑚, 𝑞𝑘 +𝑀𝑝𝑘 · 𝑛), for
integers 𝑚, 𝑛 and the number of elements in the
𝑝𝑘-th row of array 𝒜 equal 𝑀𝑝𝑘 .

• ENC3: The pair (𝑢𝑘, 𝑣𝑘) transform to polyno-
mial

𝜋𝑘(𝑡) = 𝑡2 − 2𝑢𝑘𝑡+ 𝑢2
𝑘 + 𝑣2𝑘. (8)

• ENC4: Create the ordered set

Π = {𝜋1(𝑡), . . . , 𝜋𝑐(𝑡)}

.

• ENC5: Create �̃� =
𝑁(𝑁 + 1)

2
− 𝑐 polynomials

𝜋𝑐+𝑢(𝑡) = 𝑡2 − (𝑟𝑐+𝑢 + 𝑠𝑐+𝑢) 𝑡+ 𝑟𝑐+𝑢𝑠𝑐+𝑢,

𝑢 = 1, . . . , �̃� for integers 𝑟𝑐+𝑢, 𝑠𝑐+𝑢.

• ENC6: Complement the set Π to ordered set Π⋆

with polynomials �̃�𝑐+𝑢(𝑡) before, between and
after the polynomials 𝜋𝑘(𝑡). In this way, the or-
dered set

Π⋆ =

⎧⎪⎨⎪⎩𝜋⋆1(𝑡), . . . , 𝜋⋆𝑁(𝑁 + 1)

2

(𝑡)

⎫⎪⎬⎪⎭

is obtained.

• ENC7: Create the square matrix
[︀
ℎ𝑖𝑗

]︀
of the type

𝑁 ×𝑁 whose elements are

ℎ𝑖𝑗 =

{︃
𝜋⋆𝑖⋆𝑗

(𝑡), 𝑖 ≤ 𝑗,

𝜋⋆𝑗⋆𝑖
(𝑡), 𝑖 > 𝑗,

(9)

for 𝑖⋆𝑗 =
𝑖 · (𝑖− 1)

2
+ 𝑗.

• ENC8: Expand the matrix
[︀
ℎ𝑖𝑗

]︀
to the matrix[︀

𝑔𝑖𝑗
]︀

with elements

𝑔𝑖𝑗 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝑝11(𝑡), 𝑖 = 𝑗 = 1,

0, 𝑖 = 1 and 𝑗 > 1,

0, 𝑗 = 1 and 𝑖 > 1,

ℎ(𝑖−1)(𝑗−1), otherwise.

(10)

• ENC9: Form the matrix

Γ =
[︀
Γ1.𝑖𝑗

]︀
=

⎡⎢⎣Γ1.22 . . . Γ1.2𝑁

...
...

...
Γ1.𝑁2 . . . Γ1.𝑁𝑁

⎤⎥⎦ (11)

of the corresponding Christoffel symbols with
respect to the metric tensor whose components
are

[︀
𝑔𝑖𝑗

]︀
.

• ENC10: From the matrix 𝑃 , select the submatrix
𝑃1.𝑖𝑗 of the type 𝑁 ×𝑁 from the up left angle
of the matrix 𝑃 .

• ENC11: Form the matrix

Γ̄ =
[︀
Γ1.𝑖𝑗 + 𝑃1.𝑖𝑗

]︀
=

[︀
Γ1.𝑖𝑗 + 𝜓𝑖𝑔1𝑗 + 𝜓𝑗𝑔1𝑖 − 𝑔𝑖𝑗𝜓1

]︀
.

• ENC12: The components 𝑔𝑖𝑗 of the matrix
[︀
𝑔𝑖𝑗

]︀
are of the form

𝑔𝑖𝑗(𝑡) = 𝑡2 + 𝑝𝑖𝑗𝑡+ 𝑞𝑖𝑗 . (12)

The corresponding covariant affine connection
coefficients are of the form

Γ1.𝑖𝑗 = −𝑡− 1

2
𝑝𝑖𝑗 + 𝑃1.𝑖𝑗

= −𝑡− 1

2
𝑝𝑖𝑗 + 𝜓𝑖𝑔1𝑗 + 𝜓𝑗𝑔1𝑖 − 𝑔𝑖𝑗𝜓1.

The corresponding constant 𝑐𝑖𝑗 from the equation
(3) is 𝑐𝑖𝑗 = 𝑞𝑖𝑗 .
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Output

Public key

Γ̄1.𝑖𝑗(0) =
[︀
−𝑝𝑖𝑗 + 𝑃1.𝑖𝑗

]︀
=

[︀
−𝑝𝑖𝑗 + 𝜓𝑖𝑔1𝑗 + 𝜓𝑗𝑔1𝑖 − 𝑔𝑖𝑗𝜓1

]︀
.

Message is
𝜇 = [𝑞𝑖𝑗 − 𝑏(0)] .

To decrypt the public key, we transform the
public key Γ̄ to Γ =

[︀
Γ̄1.𝑖𝑗 − 𝑃1.𝑖𝑗

]︀
=[︀

Γ̄1.𝑖𝑗 − 𝜓𝑖𝑔1𝑗 − 𝜓𝑗𝑔1𝑖 + 𝑔𝑖𝑗𝜓1

]︀
. The elements

of matrix Γ are the free particles of the Christoffel
symbols obtained in step ENC9. In this way, we obtained
the polynomials which hided the text. After solving the
equations Γ1.𝑖𝑗 = 0 , and using the operation

𝑀𝑜𝑑1𝑛 [𝑝, 𝑞] =

{︃
𝑞 𝑞|𝑝,
𝑀𝑜𝑑 [𝑝, 𝑞] , otherwise.

(13)

applied to real and non-zero complex parts of the so-
lutions of previous equations, one obtains positions of
characters in the matrix of characters. When conjugate
characters under and on the main diagonal of matrix, we
will decrypt the corresponding encrypted text.

Our future work could be a connection between Dif-
ferential geometry and Fuzzy logic, like it was done in
[5, 6].

4. Conclusion
The main aim of this paper is the presentation of an algo-
rithm based on conformal mappings, that can be used for
text-data hiding and information processing. The shown
encryption and decryption algorithms enable safe com-
munication and message transmissions, possibly applied
in digital and e-learning education and economics. Since
the need for secure communications is more important
than ever, the potential for using these mappings in the
design of modern security protocols is high, especially on
IoT hardware platforms and blockchain based healthcare
applications, as well as other blockchain medical scenario
applications. With the constant increase in threats in the
cyber world, an algorithm like the one presented in this
paper could be used in protocols deployed on multiple
layers, for instance in machine learning security, smart
cities security platforms, and lightweight cryptography.
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Abstract
In this paper, we present a blokchain solution, based on Hyperledger Fabric, for issuing and validating documents from
Higher Education Institutions (HEIs), such as diplomas and diploma supplements. By utilizing Hyperledger Fabric, the most
popular distributed ledger technology for private blockchains, we propose a lightweight and secure credentialing three layer
blockchain system – the smart contract layer, the blockchain layer itself, and the network layer. With a minimal needed
number of functionalities such as issuance and verification, our lightweight system can be deployed on a trustful environment,
e. g. faculties from the same university, or a consortium of universities. With such an environment, we eliminate the need for
a computationally complex consensus mechanism for adding blocks to the ledger, while retaining easy implementation with
the HEIs information system and/or learning management system. Based on previous research and prototyping, our model
acts as an additional security layer on top of and HEI’s information system and utilizes blockchain’s immutable property to
keep student’s records secure.

Keywords
blockchain, credentialing, distributed ledger, Hyperledger

1. Introduction
Blockchain technologies (BCTs) and distributed ledger
technologies (DLTs) have surpassed their initial use
in cryprocurrencies, and are already being used in a
plethora of fields – from supply chain managements and
healthcare, to predictive maintenance systems and pub-
lic sector [1, 2, 3, 4, 5]. With the rise of Ethereum and
its smart contracts written in Solidity, presenting code
which can be directly run on the chain itself, paired with
a robust consensus mechanism, a secure and immutable
record keeping solution in a trustless environment with-
out the need of third-party stakeholder has risen, identi-
fying BCTs/DLTs as disruptive technologies [6].

Credentialing solutions for Higher Education Institu-
tions (HEIs) based on blockchain and similar technologies
are still few. As of writing this paper, only a small number
of papers have been published [7, 8, 9] compared to other
blockchain-based use cases. For instance, one of the main
conclusions found in one of the earliest studies on the
topic of blockchain in education state that BCTs (and later
DLTs) should allow users to be able to automatically ver-
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ify the validity of certificates in a direct manner, without
contacting the HEI that originally issued the documents
[7]. Indeed, the authors of [8] state that BCT/DLT-based
systems promise a permanent authentication and stor-
age solution for the alternative credentials market. This
continuously growing market consists of various kinds
of microcredentials, nanodegrees, MOOCs/SPOCs, cer-
tificates and/or badges from various types of training
and pre-qualification programs. The authors also empha-
size scalability issues, most noticeably if the BCT/DLT
use the computationally complex Proof-of-Work (PoW)
consensus mechanism, as does Bitcoin and many other
cryptocurrency networks. The PoW approach will likely
remove the need for educational organizations to vali-
date credentials, and other lightweight approaches are
needed.

Since the initial hype of using BCT/DLT for various
use cases including ones in education, the authors of [9]
conducted a literature review of solutions based on public
blockchains, highlighting the need for a standardized
approach built on a public blockchain to promote faster
adoption and acceptance. This recent study states that
full functioning and active prototypes are still low in
numbers; however, one of the conclusions was that the
blockchain application should run on a stable, secure,
and trustworthy network.

Indeed, in a trustless environment where actors are not
known, public BCTs with robust consensus mechanisms
such as Biction are imperative [10, 11, 12]. However,
mechanisms such as PoW or various variations of Proof
of Stake (PoS) are computationally complex and require
powerful, often dedicated computers equipped with a
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powerful central processing unit (CPU) and/or graphic
processing unit (GPU). Conversely, in a more specific
environment, i. e. where the nodes in the blockchain
network are known (and trusted) parties, a blockchain-
based solution with less complex consensus mechanism
can be implemented, retaining security with the added
benefit of not needing a powerful CPU/GPU to handle
blockchain transactions. Usually, this approach is called
a distributed ledger technology (DLT).

The authors’ main motivation is to utilize a trustful en-
vironment and propose a lightweight framework for doc-
ument credentialing, tailored specifically to HEIs and the
issuance and validation of student diplomas and diploma
supplements.

Based on literature, commercially (un)available solu-
tions and our own previous attempts, we have identified
the following research questions:

• RQ1: Is it possible to design a lightweight frame-
work for the specific needs of HEIs to incorpo-
rate document issuance and validation in a secure
manner, without relying on complex solutions?

• RQ2: Can the flexibility of Hyperledger Fabric
be used as a basis for incorporating a BCT/DLT-
based addition to an existing HEI information
system (IS)?

The rest of the paper is organized as follows. Section
2 gives a brief introduction on blockchain technolgies,
focusing on Hyperledger Fabric. Afterwards, Section
3 gives presented the proposed system, developed at
Belgrade Metropolitan University’s (BMU’s) Blockchain
Technology Laboratory. Finally, Section 4 gives a con-
clusion, with current limitations and further research
ideas.

2. Blockchain and Hyperledger
overview

In this Section, we firstly provide a briew overview of
the building blocks of a general blockchain system. Af-
terwards, we focus on the Hyperledger DLT solution, of
which Hyperledger Fabric is used to develop the creden-
tialing system.

2.1. Brief blockchain overview
In general, BCTs impose a fundamental change to manner
various types of data are processed, and can improve ex-
isting data security solutions. A blockchain can be viewed
as a shared, append-only distributed ledger, in which all
events are stored in linked blocks [13]. These events are
often referred as transactions. A copy of the ledger is
therefore kept by all nodes which form the blockchain
network. Due to the fact that all member nodes have a

copy of the ledger, all network nodes are updated in real
time, simultaneously. Furher, a block can be viewed as a
data structure consisting of the follwing:

1. a header which connects the new block to the
previous one.

2. a list of transactions;

Each transaction, besides the data, contains a header
with a timestamp, paired with an unique cryptographic
signature, thus enablig the ledger to be resistant to mod-
ifications. This chain of blocks that is formed and con-
tinuously updated can be traced back all the way to the
first block, named the genesis block.

The combination of peer-to-peer networking, public-
key cryptography, and distributed consensus is what
secures blockchain transactions. Conversely to a central-
ized system, no single entity i.e. node should be able to
control the process of adding a block to the chain. As
the blockchain is a distributed system, each new block
addition is managed by all nodes who share equal rights.
This mechanism is utilized in order to overcome secu-
rity issues, and is achieved through the process known
as distributed consensus. This process can be viewed
as an agreement among the nodes in the network how
to validate each block yet to be added to the chain. De-
pending on the consensus mechanism, nodes can either
compete for correct transaction validation (PoW), be cho-
sen randomly (PoS and its variations), or apply a different
algorithm altogether. The algorithms used can vary in
computational complexity.

Finally, it is important to note that blockahins are a
class of technology; the term refers to different forms of
distributed databases with variations in their technical
and governance arrangements and complexity.

2.2. Hyperledger and its use cases
Hyperledger is the leading open source community fo-
cused on developing various stable frameworks, tools and
libraries for enterprise-grade distributed ledger deploy-
ments [14]. This community aims to advance BCT/DLT
technologies by identifying and more importantly real-
izing a cross-industry open standard platform for DLTs.
The aim of the open standard is to transform the approach
to business transactions on a global level [14]. Hyper-
ledger has a modular approach to hosting projects similar
to the approach of the Linux Foundation, as shown in Fig.
1. All Hyperledger projects are open source, they are easy
to obtain [15]. All Hyperledger projects, with the excep-
tion of Hyperledger Indy, are used for general purpose
blockchain-based applications and solutions, whereas
Hyperledger Indy focuses on decentralized identity [16].

One of the key differences between the various BCT-
s/DLTs systems is the utilized consensus mechanism. Due
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Figure 1: The Hyperledger Project umbrella [15].

to the variety of blockchain usage requirements, Hyper-
ledger provides several different consensus mechanisms
[17]. For instance, Fabric uses the Apache Kafka platform
[18] as the main Crash Fault Tolerance (CFT) protocol
on the network which is permissioned i.e. private, and it
is voting-based. Hyperledger Indy utilized a consensus
based on Redundant Byzantine Fault Tolerance (RBFT), a
protocol inspired by Plenum Byzantine Fault Tolerance
(Plenum). Hyperledger Iroha used a variant of the BFT al-
gorithm called Sumeragi, which tolerates more than one
Byzantine faulty network nodes. Hyperledger Sawtooth
facilitates the so-called pluggable consensus for both lot-
tery and voting algorithms. By default, Hyperledger Saw-
tooth uses a lottery-based, Nakamoto consensus algo-
rithm called Proof of elapsed time (PoET). Hyperledger
Burrow comes with Byzantine Fault-Tolerant Tendermint
protocol with a greater transaction rate, whereas Buru
implements various consensus algorithms that are in-
volved in transaction validation, block validation, and
block production, i.e. mining in the PoW mechanism,
while Hyperledger Sawtooth has the most support for
smart contract languages [16].

The core Hyperledger-based use cases include banking,
healthcare, supply chain management, financial services,
information technology, government, and media and en-
tertainment. Indeed, the Hyperledger Foundation pro-
motes a range of business DLTs, including many libraries
and tools that provide support for the creation, mainte-
nance, deployment, providing cryptographic work, etc
[15].

For the proposed system, the authors have opted to
use Hyperledger Fabric, as it is the Hyperledger project
with most testing, working real-world applications com-
munity, and documentation. The details of Hyperledger
Fabric are listed in Table 1.

Table 1
Hyperledger Fabric features

Advantages Enterprise backing
Relative maturity
Private channels
Modular architecture
Smart contracts

Consensus mechanism Kafka
RAFT
Solo

Smart contract technology Chaincode

Smart contract type Installed

Smart contract language Go
Java
Javascript
Solidity

State storage CoudhBD
leveldb

3. System model
BMU’s ongoing internal R&D includes implement-
ing blockchain in education and e-learning. BMU’s
Blockchain Technology Laboratory (BCT Lab) is investi-
gating which blockchain technology is most suitable for
applying in education, with emphasis on data protection.
BMU’s BCT Lab is collaborating with ISUM (Informa-
tion System of University Metropolitan) and BMU’s e-
Learning center. During a four month testing developing
and period, a working prototype for credentialing was
developed. The proposed model is comprised of three
layers, stacked on top of the zeroth layer, which is the
HEI’s IS:
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Figure 2: Proposed system consisting of a data entry system and the test blockchain network, communicating over an API.

1. the smart contract layer;
2. the blockchain layer itself;
3. the network layer.

The smart contract layer runs the chaincode to add
the data to a block. It is present on every node, denoted
as a peer. The blockchain layer consists of the peer itself,
a Certification Authority (CA) for that peer, and a local
NoSQL database - CouchDB. The network layer consists
of the test network with two peers, denoted with org1
and org2.

The system was developed in two stages – Stage 1
consists of using an isolated GIT branch of the HEIs to add
a functionality to export diploma supplemental materials
as an API to the blockchain network. Stage 2 comprised
of developing a lightweight blockchain application, based
on Hyperledger Fabric, to connect the the API and add
the data to a block. The architecture of the two-stage
system is shown in Fig. 2.

The main parameter which Hyperledger Fabric uses
is the transaction context ctx. It holds the needed in-
formation for transaction logic "per transaction" or "per
contract". IT enables to access the stubwhich allows var-
ious blockchain operations such as state returns, adding
a new item to the block, or getting all blocks (in our case
diploma supplements).

To add a diploma supplement, it is needed to connect
toe the peer node using a gateway, and to get the chain-
code from the network.

To write the transaction i.e. diploma object, an asyn-
chronous promise function will get all the necessary
parameters for add a new diploma supplement, as shown
in Fig. 3. It will create a new object with those param-
eters which will be later added to teh blockchain using
stub API operations.

The data which is added to the blockchain has the
following structure:

Figure 3: Asynchronous promise function.

const diplomas =
[

{
"name": "Firstname",
"surname": "Surname",
"studygroup": "StudyGroup",
"grades":

[
{

"grade": "GradeValue",
"course": "CourseCode",

},
...

]
}

...
]

When data is added, a message can be viewed in the
console terminal to confirm a successful transaction, as
shown in Fig. 4. In our testbed, and endpoint was not
deployed from the IS’s side; therefore we have manually
added the data in the same format as the HEI’s IS would
provide.
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Figure 4: Transaction successfully added.

4. Conclusion
In this paper, we have used Hyperledger Fabric to de-
velop a lightweight blockchain network for credentialing
HEI’s diplomas and diploma supplements. Currently,
our system only addresses the issuance use-case, while
validation use-case remains open. As prototyping was
conducted in an isolated environment, several open is-
sues still remain. Firstly, should the blockchain remain
private, or be public (where anyone can be a part of the
network)? As the target group of the system are first and
foremost HEIs, the authors, as was discussed in other
literature as well, opt for a private blockchain solution,
where the HEIs comprise the network. Still, there exists
a possibility to add the learners as nodes as well.

Using Hyperledger Fabric, data such as diplomas
and supplements can be issued and verified reliably.
Blockchain can help learning platforms to add an ad-
ditional layer to their credentialing process. We have
presented a blockchain-based credentialing system can
be easily deployable and connected to a learning plat-
form. Within our proposed system, upon generating the
certificate file for the diploma and/or supplement, the
HEI’s IS will make a transaction to the blockchain. This
entry will also have the certificate information, along-
side metadata required for the transaction header. This
information will be encrypted, and can be accessed only
by the IS, the student, and an authorized third party.

This new issuance transaction is sent to the blockchain,
where the other nodes in the network will verify it and
add it to the blockchain using a simpler consensus mech-
anism. Each node will have a local copy of the blockchain
on a NoSQL database like CouchDB. For certificate vali-
dation, upon receiving the access link, the student or an
authorized third party can verify the digital credential by
accessing the blockchain through a query. If a match is
found on the blockchain, the certificate file is validated
and a corresponding message appears.

The innate immutability property of BCT/DLT does
not allow fraudulent or modified certificate files to be
deemed as verified. Any tampering to the certificate file
will result in a vastly different hashed value of the file,
ensuring impossible verification.
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Abstract
The work delves into the exploration of deep blockchain architecture involving the introduction of higher-layer blockchains,
which summarize their blocks through anchor transactions integrated into the blocks of lower-layer blockchains. The
architecture is structured as follows: (I) Layer 1 - MainNet: This layer serves as the repository for registered Layer 3
blockchain roots and Layer 2 Block Merkle roots. (II) Layer 2 - Plasma Cash chain: This layer facilitates the storage of
Plasma tokens, which can be redeemed for bandwidth, along with Layer 3 Block hashes. (III) Layer 3 - Multiple blockchains:
These blockchains leverage the storage and bandwidth capabilities provided by Layer 2, enabling seamless packaging of
NoSQL/SQL transactions and similar database operations. Sparse Merkle Trees is employed extensively, demonstrating
their efficacy in delivering provable data storage through the use of Deep Merkle Proofs. Our objective is to present results
highlighting re-markable throughput and low latency for Layer 3 blockchains built upon economically secure Layer 2 Plasma
Cash blockchains. Collectively, these advancements lay a solid foundation for the development of scalable web applications.
Our research paves the way for innovative solutions in various industries that can scale modern web applications successfully,
ensuring unwavering data integrity, enhanced security, and optimized efficiency.

Keywords
deep blockchain, data storage, web applications

1. Introduction
Layer 1 blockchains such as Ethereum and Bitcoin, on
their own, cannot support the latency and throughput
needs for modern web applications [1]. Attempting to
support higher throughput or lower latency with naive
solutions (e.g. larger blocks, lower security consensus
algorithms, etc.) sacrifices the core benefits of layer 1
blockchains [2]. It is unnecessary to make these sacri-
fices in the name of scalability for blockchains: when
one blockchain is capable of storing and retrieving state,
then another blockchain’s summary state variables may
be stored there. This can be done in layers, where Layer
i+1 blockchain’s state is stored in Layer i blockchains and
each blockchain uses a well-motivated consensus engine
to achieve Byzantine fault tolerance [3]. Using this lay-
ered approach, the key elements of a deep blockchain ar-
chitecture can be specified. The blockchain paradigm [4]
that forms the backbone of all decentralized consensus-
based transaction systems to date is as follows. A valid
state transition for a blockchain of Layer 𝑖 is one which
comes about through a transaction 𝑇 𝑖

𝑗 :

𝜎𝑖
𝑡+1 = Υ𝑖(𝜎𝑖

𝑡, 𝑇
𝑖
𝑗 ) (1)

where Υ𝑖 is the Layer 𝑖 blockchain state transition func-
tion, while 𝜎𝑖

𝑡 enables components to retain arbitrary
state between transactions. Transactions are organized
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into blocks, which are interlinked through a parent hash
within each block to reference the preceding block. To-
gether, these blocks serve as a ledger, with block hashes
employed to spot the ultimate state:

𝜎𝑖
𝑡+1 ≡ Π𝑖(𝜎𝑖

𝑡, 𝐵
𝑖
𝑗) (2)

𝐵𝑖
𝑗 ≡ (. . . , (𝑇 𝑖

𝑗0 , 𝑇
𝑖
𝑗1 , . . .)) (3)

Π𝑖(𝜎𝑖
𝑡, 𝐵

𝑖
𝑗) ≡ Ω𝑖(𝐵𝑖

𝑗 ,Υ
𝑖(Υ𝑖(𝜎𝑖

𝑡, 𝑇
𝑖
𝑗0), 𝑇

𝑖
𝑗1 , . . .)) (4)

where Ω𝑖 is the block finalization state transition func-
tion for layer 𝑖, 𝐵𝑖

𝑗 is the 𝑗th block of layer 𝑖 (which
collates transactions and other components), and Π𝑖 is
the block-level state transition function for layer 𝑖.

In a deep blockchain system, a blockchain layer 𝑖 is
said to be connected to layer 𝑖+ 1 if:

1. there exists a transaction mapping function Λ𝑖+1

mapping blocks at layer 𝑖+ 1 into transactions
𝑇 𝑖
𝑘 at layer 𝑖 for all layer 𝑖+ 1 blocks 𝐵𝑖+1

𝑗

𝑇 𝑖
𝑘 ≡ Λ𝑖+1(𝐵𝑖+1

𝑗 ) (5)

2. there exists a mapping function Ξ𝑖(𝑘) retrieving
from blockchain layer 𝑖 a mapping 𝑓(𝐵𝑖+1

𝑘 ) of
the blocks state of layer 𝑖+ 1 for all blocks 𝐵𝑖+1

𝑘

Ξ𝑖(𝑘) ≡ 𝑓(𝐵𝑖+1
𝑘 ) (6)

A natural choice for transaction mapping Λ𝑖+1(𝐵𝑖+1
𝑗 )

may be to include a block hash 𝑏𝑖+1
𝑘 of the block 𝐵𝑖+1

𝑘
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Figure 1: Deep Blockchains: In the deep blockchain archi-
tecture explored here, each layer 𝑖+ 1 is connected to layer 𝑖
with transactions submitted to layer 𝑖 for every block at layer
𝑖+ 1. Typically, block hashes and Merkle roots are submitted
in transactions as key attributes of the block.

as a transaction 𝑇 𝑖
𝑘 [5], and for the lower layer to pro-

vide the block hash back (see Figure 1 (left)). This paper,
demonstrates a deep blockchain system for provable stor-
age, situating a “Plasma Cash” design [6] in a Layer 2
Blockchain and NoSQL/SQL/File Storage for any number
of Layer 3 Blockchains (see Figure 2).

Historically, the low-throughput high-latency of Layer
1 blockchains resulted in immediate pressure to drive ac-
tivities off-chain [7], but only a few “off-chain” attempts
can be considered deep blockchains because they lack
the connected blockchains. Layer 𝑖+ 1 and layer 𝑖 may
be explicitly connected in a deep blockchain system for
many different reasons:

1. Higher throughput services at layer 𝑖+1 may be
paid for using the value held in layer 𝑖 currency

2. Storing a limited set of information in layer 𝑖+ 1
in layer 𝑖 may support the security and prove-
nance of layer 𝑖

3. Proof of fraud at layer 𝑖+ 1 can be used for eco-
nomic consequences at layer 𝑖

The nascent label “Layer 2” encompasses many newly
developing notions ranging from state channels to almost
any approach that may help Layer 1 scale (e.g. bigger
blocks), but the term “deep blockchain” is not used for all
Layer 2 notions but specifically for any situation where
one or more blockchains are connected in the above way.

2. Layer 2: Plasma Cash
Blockchain

Seminal insights on multi-layer blockchains were put
forth by [8], which have inspired many “Plasma” de-
signs, and specifically motivated our implementation of
what has been termed “Plasma Cash” for tracking stor-
age and bandwidth balances. The Layer 2 Plasma Cash
blockchain is connected to Layer 1 using the following
trust primitives:

• User Deposit: When Alice wishes to use the
services enabled by the Layer 2 blockchain, Al-
ice deposits some Layer 1 currency 𝜆𝑑𝑒𝑝 (.01
ETH or 1 WLK) in a Layer 1 contract function
(createBlockchain); the deposit event results
in Alice owning a Layer 2 token 𝜏 through a Layer
2 Deposit transaction included in a Layer 2 block.

• User Transfer: When Alice wishes to transfer
her Layer 2 token 𝜏 to another user Bob or the
Plasma operator Paul, Alice signs a Layer 2 token
transfer transaction specifying the recipient and
the previous block. This Layer 2 transaction is
included on the Layer 2 blockchain by Paul.

• Layer 2 Block Connection: The operators of the
Layer 2 blockchain mints new Layer 2 blocks
𝐵2

𝑗 with a collation of Layer 2 transactions 𝑇 2
𝑘

(with a consensus protocol such as Quorum RAFT
and POA in permissioned networks or Ethereum
Casper for permissionless networks) from the
User Deposit and User Transfer transactions.
Each Layer 2 block 𝐵2

𝑘 has its Merkle Root 𝑏2𝑘
submitted to Layer 1 with a transaction 𝑇 2

𝑘 =
submitBlock(𝑏2𝑘, 𝑘) recorded in a Layer 1 block
𝐵1

𝑙 . The recipient Bob of a token transfer must
receive the full history of all transactions from
Alice and verify it against these Merkle Roots 𝑏2𝑘
stored in Layer 1, all the way to the original de-
posit. If any transaction in the history cannot be
verified by Bob, Bob cannot accept Alice’s token
as payment.

• User Exit: When Alice wishes to withdraw her
token 𝜏 for Layer 1 cryptocurrency, she calls
startExit function with the last 2 transactions1

which can be verified against and Merkle proofs
that must match the stored Merkle roots to be
a valid exit; if no one challenges the exit, Alice
receives the outstanding token balance within a
short time period when exits are finalized.

• User Challenges: If the operator Bob or another
user Charlie notices that Alice’s exit attempt is
invalid, it submits a Merkle proof and rewarded
when a valid challenge indicates a invalid exit.

1As to why two, two is indicative, but not conclusive concerning
Alice’s ownership, therefore a user challenge process is required.
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Remarkably, users of the Layer 2 blockchain can conduct
their business securely even when the Layer 2 operator
has 100% control over the Layer 2 blockchain! Any sign
of malicious operator Paul and the Layer 2 users can exit,
and all Layer 2 token values remain secure. How can
practitioners reconcile instincts to pursue this objective:

Blockchain 1.0 Objective: Maximize decentralization.

with an obviously centralized operator? The answer is
to pursue a more nuanced objective of

Blockchain 2.0 Objective: Maximize the cost of
successful attacks.

With the Plasma Cash construct, the Blockchain 2.0
Objective is achieved with:

1. Layer 1 Smart Contracts supporting a Layer 2
Connection to Layer 1 storage that collectively
make the cost of attacking the Layer 2 blockchain
the same as the cost of attacking the Layer 1
blockchain – for Ethereum and Bitcoin Layer 1
blockchains, this is the famous “51% attack”, for
others it might be whatever is required to control
the state of that Layer 1 Blockchain.

2. Layer 1 Cryptocurrency being used for value
transfer of services between users of the Layer
2 Blockchain and the Layer 2 operator mediated
through deposits, token transfers and exits medi-
ated by Layer 1 constructs

With the Layer 2 Block Connection and trust primitives
in place, Layer 2 can operate at much higher throughput
than Layer 1 because of its reduced consensus, but con-
tinuing to inherit Layer 1’s cost of attack and achieving
the more fundamental objective. Therefore practitioners
of deep blockchain engineering must develop different
instincts, incorporating different software trust primi-
tives between different constructed layers to achieve the
same objective depending on the structure of between
layers and the value unlocked in each.

3. Deep Blockchains for Provable
Data Storage

The specific deep blockchain system that has developed
extends the Blockchain 2.0 Objective up one more layer
by incorporating trust primitives (Block transactions,
Sparse Merkle Trees) in provable NoSQL, SQL and Stor-
age services, shown in Figure 2: Layer 3 NoSQL, SQL and
Storage blockchains rest on the storage and bandwidth
services of Layer 2, which supervene on the decentral-
ized computation and payment services of Layer 1. Our
work follows Ethereum SWARM’s foundational work on
storage and bandwidth [9] which outlines the following
ideas that is situated in multiple layers:

Figure 2: Deep Blockchain for Storage: Users of
NoSQL/SQL/Storage Layer 3 blocks createBlockchains on
Layer 1, and use Layer 2 Plasma Cash to operate their
blockchain. Layer 3 blocks are submitted to the Layer 2
Blockchain with block transactions and chunks are insured.
Plasma Tokens are used for bandwidth. Cloudstore combines
major computing platforms with Ethereum SWARM for both
resilience and speed.

• A chunk of bytes 𝑣 is stored in Cloudstore using
256-bit hash 𝑘 = 𝐻(𝑣) as the key to retrieve 𝑣.
Nodes that request a chunk by key 𝑘 can verify
correctness of the value 𝑣 returned from Cloud-
store simply by checking if 𝑘 = 𝐻(𝑣).

• Insurers of chunks can earn Layer 1 currency
with valid Merkle proofs; Failure to provide valid
proofs result in severe insurance payouts

• Bandwidth consumed by a node, when hitting the
nodes threshold must result in signed payments

Layer 1 blockchains were initially developed without the
concern for storage models being competitive with cloud
computing platforms or even a passing concern for band-
width; the birth of Bitcoin and Ethereum Layer 1 focused
on birthing trustless payments and trustless computa-
tion mediated by a peer-to-peer network, rather than
about nodes providing decentralized storage [10]. In con-
trast, decentralized storage networks, as manifested in
Ethereum SWARM and many other systems, promises to
have a large peer-to-peer network of nodes sharing the re-
sponsibility to keep a portion of the world’s data and com-
pensated proportionately for the commodity storage and
bandwidth they provide. In these networks, a distributed
hash table (typically, with Kademlia routing layers) is
used for logarithmic look ups of chunks, but in practice,
𝑂(𝑙𝑜𝑔2(𝑛)) retrieval times are just not competitive with
modern UI expectations or typical developer expecta-
tions. Nevertheless, decentralized storage networks have
a critical role to play in providing censorship-resistance.
Rather than layer 3 rest solely on a decentralized stor-
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age network (which is slow but resilient and censorship-
resistant), layer 3 can rest on both decentralized storage
networks and mature modern cloud computing platforms.
Again, the Blockchain 1.0 Objective must be displaced in
favor of the Blockchain 2.0 Objective: in this sense, more
storage variety increases the cost of attack.

Putting the elements together in a deep blockchain
system for provable storage:

• Layer 1 blockchain: When a developer
wishes to have a Layer 3 blockchain for
NoSQL/SQL/Storage, they send Layer 1 currency
into createBlockchain(blockchainName
string) on MainNet; this can be refunded
with a dropBlockchain(blockchainName
string) operation (taking place of startExit).
When storage is used in blockchainName
through the activities of Layer 3 blockchains (as
recorded by the Layer 2 blockchain below), this
balance goes down. Balances can added to and
withdrawn by the owner of the blockchain.

• Layer 2 Plasma Cash Blockchain: The storage and
retrieval of chunks in Cloudstore are exposed to
Layer 3 blockchains with the following 2 APIs
(see Appendix A):

– storeChunk(𝑘, 𝑣, 𝜏, 𝜔) - stores a key-
value pair mapping (𝑘, 𝑣) in Cloudstore,
backed by Layer 2 token 𝜏 (signed with 𝜔)
received from the Layer 1 transaction.

– retrieveChunk(𝑘, 𝜏, 𝜔) - retrieves a
key-value pair mapping (𝑘, 𝑣) in Cloud-
store, backed by Layer 2 token 𝜏 (again,
signed with 𝜔), and returning the balance
of 𝜏 used so far

The Layer 2 operator will store via Cloudstore
in as many regions and cloud providers as
necessary to insure the chunk as follows: A new
type of Layer 2 block transaction insures a set
of chunks recorded through storeChunk calls.
The cause of these chunks are from any Layer
3 blockchain needing storage and bandwidth,
where bandwidth is used in retrieveChunk
calls. When a Layer 3 blockchain mints Layer 3
blocks, the Layer 3 blocks themselves contain a
Cloudstore key that references a list of chunks
written in the Layer 3 block. The block itself is
stored in Cloudstore with another storeChunk
call, signed by the Layer 3 blockchain owner,
and the block hash 𝑏3𝑘 is submitted by the Layer
3 blockchain to the Layer 2 blockchain via a
submitBlock(𝑏3𝑘, 𝑘) block transaction. This
enables the Layer 2 blockchain to meter the cumu-
lative storage of blockchainName and deduct
from the balance originally deposited in the
createBlockchain(blockchainName string)

operation (approximately every 24 hours), pass-
ing on Cloudstore costs to Layer 3 blockchains.
Notably, Layer 3 blocks themselves are recorded
with storeChunk(𝑘, 𝑣, 𝜏, 𝜔) to store the layer 3
block in Cloudstore and then results in a call to
submitBlock(𝑏3𝑗 , 𝑗):

𝑇 3
𝑗 ≡ submitBlock(𝑏3𝑗 , 𝑗) (7)

Because the block storage is signed and because
the block transactions are signed, Layer 2 oper-
ators collect storage payments with the layer 3
blockchain operator consent, forming a kind of
“state channel” within the deep blockchain. Taken
together, this is the Layer 3 Block Connection, as
seen in Figure 1. The Layer 2 block consists of:

– the transaction root 𝜃2𝑘 that utilizes the
SMT structure to represent just the tokens
𝜏1, 𝜏2, . . . spent in block 𝑘

𝜃2𝑘 ≡ KT((𝜏1, 𝑇
2
𝜏1), (𝜏2, 𝑇

2
𝜏2), ...) (8)

– the token root 𝜏𝑘 for all tokens 𝜏𝑗 , ...

𝜏𝑘 ≡ KT((𝜏1, 𝑇
2
𝜏1), (𝜏2, 𝑇

2
𝜏2), ...) (9)

– array of token transactions 𝑇 2
𝑘

– array of block transactions 𝑇
2
𝑘 from all

Layer 3 blockchain operators using Layer
2 services

– an account root, using an SMT to store an
accounts “balance” and a list of tokens held
by that account.

• Layer 3 blockchains: Any number of Layer 3
blockchains that utilize storage and bandwidth
can be layered on top of the Layer 2 blockchain,
regularly submitting lists of chunks based on the
structure of the Layer 3 blockchain.

– For NoSQL + File Storage, there is a key
for each row of NoSQL or File, and a value
for the row (a JSON record) or raw file
contents. The root hash changes when any
table is added/removed or when any table
schema is updated, and where each table
has a root hash that changes when any
record of the table is changed; any new
database content results in new chunks,
where the chunk is referenced by the hash
of its content.

– For SQL, there is a root hash for each
database, where the root hash changes
when any table schema is updated, and
where each table has a root hash that
changes when any record of the table is
changed; any new database content results
in new chunks, where the chunk is refer-
enced by the hash of its content.
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Both NoSQL and SQL Blockchains is described in
Section 5.

Just as with Layer 1 blockchain nodes, running Layer
2 and Layer 3 blockchains consists of running a node
within the framework of a decentralized system, retriev-
ing and relaying messages about new transactions and
new blocks. Wolk’s blockchain implementations of the
Layer 2 and Layer 3 originated from Ethereum’s go-
ethereum and JPMorgan’s Quorum RAFT code bases,
written in Golang. RAFT is used for both Layer 2 and
Layer 3 implementations due to its simple model of fi-
nality. For each blockchain, Golang package is created
containing each of the interfaces specified in Appendix
A, and adapted Quorum RAFT code to conform to these
interfaces. There is no explicit assumption that permis-
sioned consensus algorithms be used, however. The
choice of RAFT was made purely out of simplicity, its
maturity as a code base, and its capacity for high through-
put – any consensus protocol that achieves finality can
fit within this deep blockchain architecture. For both the
Layer 2 and Layer 3 blockchains, Sparse Merkle Tree is
used to support provable data storage.

4. Sparse Merkle Trees and
Provenance

The Sparse Merkle Tree (SMT) is a persistent data struc-
ture that map fixed 𝑞-bit keys to 256-bit values in an
abstract tree of height 𝑞 with 2𝑞 leaves for any set I:

I = {(k0 ∈ B𝑞,v0 ∈ B256), (k1 ∈ B𝑞,v1 ∈ B256), . . .}
(10)

The function of the SMT is to provide a unique Merkle
root hash that uniquely identifies a given set of key-value
pairs I, a set containing pairs of byte sequences. Each key
stored in the SMT defines a Merkle branch down to one
of 2𝑞 leaves, and the leaf holds only one possible value for
that key in I. The bits of the 𝑞-bit key define the path to
be traversed, with the most significant bit at height 𝑞− 1
and least significant bit at height 0. Following [11] and
[12], to compute the Merkle root of any SMT in practice
and allow for the ideal computation of Merkle branches
for the 𝑛 Merkle branches, it is useful pre-compute a set
of default hashes 𝑑(ℎ) for all heights h from 0 . . . 𝑞 − 1
levels: (shown in Figure 3)

• At level 0, 𝑑(0) ≡ 𝐻(0)

• At level ℎ, 𝑑(ℎ) ≡ 𝐻(𝑑(ℎ− 1), 𝑑(ℎ− 1))

Logarithmic insertion, deletion and retrieval operations
on the SMT are defined with elemental operations:

• insert(𝑘, 𝑣) - inserts the key by traversing
chunks using the bytes of 𝑘

• delete(𝑘) - deletes the key by inserting the null
value for 𝑘 into the SMT

• get(𝑘) - gets the value from the SMT through
node / chunk traversal

Typically, block proposals with SMTs as a core data struc-
ture involve bulk combinations of the above, with many
inserts and deletes mutating the content of many chunks,
and the Merkle root only being computed as a final step.

Sparse Merkle Trees are best suited for a core primitive
over more familiar Binary Merkle Trees (BMTs) because:

• when an id (a tokenID, a document key in NoSQL,
a URL in File storage, a table root in SQL) is
mapped to a value, you can guarantee that the id
has exactly one position in the tree, which you
don’t get with BMTs.

• when an id is NOT present in the SMT, you can
also prove it with the same mechanism. This
approach proves beneficial in situations where
Bloom filters produce erroneous matches.

• A Merkle proof for the id mapped to a specific
value is straightforward, and because of sparse-
ness the number of bytes required is much less
than the depth of the tree

The key concept behind SMTs is the efficient representa-
tion of included IDs using 𝑛 hashes at 𝑛 out of 2𝑞 leaves.
Each ID, represented as a 𝑞-bit number, is associated with
either a null value or its corresponding hash at a leaf node.
Instead of using a Merkle proof consisting of 64 32-byte
hashes from the leaf to the root, a compact represen-
tation can be achieved using proofBits, a 𝑞-bit value
(e.g., uint64). Each bit in proofBits indicates whether
the sisters on the path to the root use default hashes
(0) or non-default hashes stored in proofBytes. The
proofBytes array exclusively consists of non-default
hashes, while the value stored at the leaf level is the
32-byte RLP hash.

For the Layer 2 Block Connection, a call to
checkMembership(bytes32 leaf, bytes32 root,
uint64 tokenID, uint64 proofBits, bytes
proofBytes helper function in Ethereum MainNet can
take proofBits and proofBytes and prove that a exit
or challenge is valid if it matches the Merkle roots pro-
vided by the Plasma operator in a call to

submitBlock(bytes32 root)

Similarly, when a user receives a token from another
user, they must obtain the tokenID, along with 𝑡 raw
transaction bytes and 𝑡 Merkle proofs. Each Merkle proof
corresponds to a specific block and verifies the token
spend. It’s important to note that a non-spend can also
be proven, where the leaf is represented by 𝐻(0).

In the optimal scenario, an SMT representing a sin-
gle key-value mapping (𝑛 = 1) reduces the proof size
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Figure 3: Sparse Merkle Tree Illustration: Merkle branches
for 2 64-bit keys 𝑘1 = 001..00 and 𝑘2 = 101.. hold
𝐻(𝑉1) and 𝐻(𝑉2) in a unique SMT root 𝑅 for a 2 key set
I = {(𝐾1, 𝑉1), (𝐾2, 𝑉2)}. Since there are only keys in this
tree, the default hashes 𝑑(ℎ) (outlined in red) appear starting
at level 62, so the branches 𝐾1,𝐾2 (shown in blue circles)
have Sparse Merkle proofs using default hashes from level 0
to level 62, which can be specified in a proofBits parameter.
This makes for very tiny proofs and lower gas costs on Main-
Net.

significantly. Instead of a 64 × 32 byte proof, the en-
tire path from level 0 to level 63 consists of default
hashes, and proofBits is a 64-bit value filled with zeros
(0x0000000000000000). In this case, proofBytes is
empty, and the uint64 value is 0, resulting in the most
compact proof size possible: 8 bytes.

In the following favorable scenario, considering 2
ids (for example, 0x01234... and 0x89abc...), the
proof of spend for each token would include a sin-
gle non-default hash at the topmost level 63, and
proofBits would consist of the value 1 followed by
63 zeros (0x8000000000000000). The resulting proof
size would be 40 bytes.

In typical scenarios, SMTs exhibit high node density
in the upper levels, ranging from level 𝑞 − 1 down to
approximately level 𝑙𝑜𝑔2(𝑛). To illustrate this, consider
a situation where you have 10MM Layer 2 tokens, and
each token undergoes 500 transactions per token per year.
This results in a total of 5B transactions for the 10MM
tokens annually. Assuming a Layer 2 block frequency
of 15s/block, these 5B transactions would be distributed
across 2.1MM blocks per year, with an average of 2,378

transactions per Layer 2 block (500× 10× 106

86400× 365
15

).

When incorporating these 2,378 transactions into an SMT,
given that 𝑙𝑜𝑔2(2378) = 11.2, you will have a densely
populated set of nodes, mostly consisting of non-default
hashes, from levels 63 down to approximately level 53.
Below that, you will have only one tokenID extending
all the way to level 0. The proof size would amount to
32 bytes per level, resulting in a total of 320 bytes for 10
levels.

𝑞 = 64 is decided instead of 𝑞 = 256 because:

• collisions are still unlikely at q=64 ... until it is
around 4B keys

• the proofBits are 24 bytes smaller (uint64 in-
stead of uint256)

• less gas is spent in checkMembership on all 0
bits in proofBits

• smaller 64-element array of default hashes com-
puted instead of 256 hashes

Reducing the frequency of hashing leads to decreased gas
consumption and increased user satisfaction, particularly
in the Level 2 block connection. In this context, it ensures
that collisions between circulating tokenIds can be defini-
tively ruled out during deposit events. Moreover, you can
combine the fixed length proofBits and variable length
proofBytes into a single proof bytes input for exits, i.e.
startExit(uint64 tokenID, bytes txBytes1,
bytes txBytes2, bytes proof1, bytes proof2,
int blk1, int blk2) The analogous challenge inter-
faces will then have fewer argument inputs in the same
way.

The sparseness of the SMT derives from the observa-
tion that keys will extremely rarely share paths at in-
creasingly lower heights and naturally will share paths
at increasingly higher paths. This lends itself to a repre-
sentation where the SMT is chunked by byte k𝑖, where
traversing the SMT from a root chunk (representing a
range of keys from 0 to 264-1) down to an intermediate
chunk with just one leaf involves processing one addi-
tional byte, which each chunk of data storage having
up to 256 child chunks specifying a range of keys each
child posessing a range that is 1

256
smaller. Just as with a

radix tree, the SMT is traversed from root to leaf, with an
additional byte of the key causing a read of a chunk that
represents up to 256 branches and the hashes of all the
branches, utilizing default hashes. Golang "smt" pack-
age is implemented and a "cloud" package to map SMT
operations into Cloudstore.

5. Layer 3 Blockchains
With the foundations of Layer 2 providing storage and
bandwidth paid for with Layer 2 tokens, any number
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of Layer 3 blockchains may be constructed. The con-
struction of a NoSQL and SQL blockchain is detailed
here. At a high level, Layer 3 blockchains collate SQL
and NoSQL transactions in Layer 3 blocks submit block
transactions to Layer 2, and Layer 2 collate token and
block transactions with Merkle Roots of token root and
blocks submitted and included in transactions to Layer 1
blockchain. It then becomes possible to aggregate multi-
ple proof of inclusions at the highest layers all the way to
MainNet with Deep Merkle Proofs, which is illustrated
here.

5.1. Layer 3 NoSQL Blockchain and Deep
Merkle Proofs

To support Layer 3 NoSQL transactions in a NoSQL
blockchain, the Layer 3 blockchain has a layer 3 block
structure defined as collating a set of NoSQL records
along with a Layer3KeyRoot of a Sparse Merkle Tree
managing a set of key-value pairs of “documents”.
All NoSQL records are encrypted using counter mode
(CTR) encryption defining operations 𝑒𝑛𝑐𝑟𝑦𝑝𝑡(𝑑, 𝜋) and
𝑑𝑒𝑐𝑟𝑦𝑝𝑡(𝑑, 𝜋) and utilizing a database encryption key 𝜋
known only to the layer 3 blockchain user. Three opera-
tions are defined, each of which map into the SMT data
structure:

• SetKey(𝑘, 𝑣) - stores arbitrary 𝑘, 𝑣,
through a storeChunk(k, v) Layer 2 oper-
ation and a Layer 3 SMT operation on 𝜅
(insert(𝐻(𝑘), 𝐻(𝑒𝑛𝑐𝑟𝑦𝑝𝑡(𝑣, 𝜋))))

• GetKey(𝑘) - retrieves the value 𝑣 stored in the
SetKey(𝑘, 𝑣) operation, through Layer 3 opera-
tion on 𝜅 get(H(k)) which returns 𝑣ℎ followed
by 𝑑𝑒𝑐𝑟𝑦𝑝𝑡(retrieveChunk(𝑣ℎ), 𝜋)

• DeleteKey(𝑘) - removes 𝑘 from the NoSQL
database, by storing (𝐻(𝑘), 0) in the SMT; subse-
quent calls to GetKey(k) will not return a value.

The minting of a new Layer 3 NoSQL Block con-
sists of taking each of the Layer 3 transactions
(SetKey, DeleteKey), executing storeChunk Layer 2
API calls for its users. Unless two transactions operate
over the same key 𝑘, all transactions can be executed in
parallel. If multiple transactions operate over the same
key, only the last received transaction will have its muta-
tion succeed.

example (shown in Figure 4)

• In Layer 3 Block 302, the user wishes store doc-
ument ID 1 with key 𝐾1 mapped to encrypted
value 𝑉1 and document ID 2 mapped to encrypted
value 𝑉2. The user can submit 2 Layer 3 NoSQL
transactions:

[SetKey(𝐾1 = 0b001...00,

𝑉1 = 0x778899..)]

SetKey(𝐾2, 𝑉2)]

which results in a set of SMT primitive operations:

insert(𝐻(𝐾1), 𝐻(𝑒𝑛𝑐𝑟𝑦𝑝𝑡(𝑉1, 𝜋))),

insert(𝐻(𝐾2), 𝐻(𝑒𝑛𝑐𝑟𝑦𝑝𝑡(𝑉2, 𝜋)))

resulting in Layer3KeyRoot = 0x83fc....
The chunks for both documents 𝐻(𝑉1) and
𝐻(𝑉2) along with chunk of the previous block
301 (e.b. storeChunk(0b001.., ...)) are in-
cluded in Layer 3 Block 302 in the ChunkIDs and
insured with a call to

submitBlock(0b101..11, 302)

submitted to the Layer 2 blockchain.
• When the Layer 2 blockchain processes the

block transactions from this new Layer 3 block
(and many other Layer 3 blockchains) to build
Layer 2 Block 2002, it will build a SMT with
insert(concat(blockchainName, 302),
0b001..00 (and other inserts) to generate a
BlockRoot (e.g. 0x4d69..). As is standard,
the new BlockRoot uses the previous blocks
BlockRoot as a starting point. Packaging the
block transactions together with any token trans-
actions (balance updates, transfers, deposits,
etc.), the new layer 2 block 2002 with hash
0xe8db.. will be stored in Cloudstore with a
call to storeChunk(0xe8db...) Txs and sub-
mitted to Layer 1 with a call to

submitBlock(0xe8db..., 2002).

• Finally, a Layer 1 Block (e.g. 10,000,002) will
be proposed by some MainNet miner including
the above Layer 2 submitBlock transaction and
eventually be finalized by the Layer 1 consensus
protocol.

A Deep Merkle Proof is formed through the aggre-
gation of each proof of inclusion across each layer of
blockchain connections in a deep blockchain down to
Layer 1. In our 3 layer deep blockchain with the Layer
3 NoSQL blockchain layered on the Layer 2 Storage /
Plasma Cash blockchain, there is a Layer 2-3 connection
and a Layer 1-2 connection. So a full Deep Merkle Proof
that a NoSQL document 𝐾1, 𝑉1 is included in the deep
blockchain all the way up to MainNet consists of:

1. Layer 3 proof of inclusion of (𝐻(𝐾1), 𝐻(𝑉1)) in
Layer 3 block Layer3KeyRoot – in our example,
this would be that the value 𝐻(𝑉1) hashes up to
SMT root 𝑅302 = 0x83fc...
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Figure 4: Deep Merkle Proof illustrated: The hashes key-value pair is recorded in a Layer 3 Sparse Merkle Tree, the root
of which is kept in Layer3KeyRoot in the Layer 3 block. When the Layer 3 operator uses submitBlock to submit a block
transaction to Layer 2, Layer 3 Block hash 302 is included in another SMT maintained by the Layer 2 operator storing all Block
hashes of all Layer 3 blockchains. When the Layer 2 block 2002 is minted, the BlockRoot is set and included in Layer 1 Block
10,000,002. The individual proof of inclusion from the 2 SMTs and the portions of the raw Layer 3 and Layer 2 block form a
Deep Merkle Proof for inclusion a specific record in the deep blockchain, from the highest layer to Layer 1.

2. Layer 2 proof of inclusion of
(𝐻(concat(blockchainName, k))) in
Layer 3 block Layer3KeyRoot – in our ex-
ample, this would be that the Layer 3 block
hash 0b101..11 hashes up to SMT root
𝑅2002 = 0x4d69..

3. Layer 1 proof of inclusion of the Layer 2 block
hash in the blockHash array of the Layer 1
Smart Contract – in our example, this is that
blockHash(2002) = 0xe8db

In our implementation, deep Merkle proofs are provided
in response to GetKey(𝐾,𝑉 ) to the layer 3 blockchain
users as an optional deep boolean parameter and when
true, returns the full combination of:

• Layer 3 Block, which includes Layer3KeyRoot
• proofBits and proofBytes for the

Layer3KeyRoot, which are shown to match
𝐻(𝐾), 𝐻(𝑉 )

• Layer 2 Block, which includes BlockRoot
• proofBits and proofBytes for the
BlockRoot, which are shown to match
the Layer 2 Block Hash

• Layer 1 blockHash record of the Layer 2 block
number

The concept of a deep Merkle Proof is not limited to 3
layer deep blockchains, nor is the concept only applicable
to NoSQL blockchains – the concept applies to multiple
layers of proof of inclusion enabled through the general
layering processes of deep blockchain systems generally.
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5.2. Layer 3 SQL Blockchain
To support Layer 3 SQL operations in a SQL blockchain,
the Layer 3 block has a structure defined as hav-
ing as packing a set of encrypted SQL transactions
(insert/update/delete statements) along with a
Layer3KeyRoot of a Sparse Merkle Tree representing
a set of table root hashes.

In our implementation, Quorum RAFT is adopted as
the consensus layer for our layer 3 SQL blockchain (again,
following Appendix A), which collectively follow a con-
sensus protocol where once a leader has been identified,
the leader mints a new Layer 3 block based on:

• An array of SQL transactions that is mapped into
newly created chunks (created via storeChunk
for table root hashes)

• An array of table root hashes, key-value pairs
written to Layer3KeyRoot, based on the execu-
tion of the above SQL Transactions

The minting a layer 3 block consists of the leader com-
piling each SQL transaction into a set of instructions
to executed by a “SQL Virtual Machine” (SVM) based
off of the widely used SQLite’s virtual machine. In this
model, a virtual machine has a program counter that in-
crements or jumps to another line after the execution of
each opcode instruction. For example, a SQL statement
of "Select * from person" received by a node is mapped
into a interpretable set of opcodes like this:

{"n":0,"opcode":"Init","p2":8,"p4"
":"select * from person"}

{"n":1,"opcode":"OpenRead","p2"
:2,"p4":"2"}

{"n":2,"opcode":"Rewind","p2":7}

{"n":3,"opcode":"Column","p3":1}

{"n":4,"opcode":"Column","p2"
:1,"p3":2}

{"n":5,"opcode":"ResultRow","p1"
:1,"p2":2}

{"n":6,"opcode":"Next","p2"
:3,"p5":1}
{"n":7,"opcode":"Halt"}

{"n":8,"opcode":"Transaction","p3"
:3,"p4":"0","p5":1}

{"n":9,"opcode":"Goto","p2":1}

In our SVM Golang implementation, all opcodes are
mapped into Layer 2 storeChunk and receiveChunk
calls, manipulating the following chunk types:

• Database Schema chunk: represents up to 32 ta-
bles belonging to the “blockchainName”. Each
table is identified by name (up to 32 bytes) and
has a table chunk;

• Table chunk: represents up to 32 columns belong-
ing to a specific “table”. Each column is identified
by name (up to 27-bytes) and additional informa-
tion: its column type (integer, string, float, etc.),
whether it is a primary key, and any index infor-
mation; a 32-byte chunk ID points to a potential
index chunk, if the column is indexed A table must
have at least one primary key.

• Index chunk: a B+ tree, composed of intermediate
“X” chunks and data “D” chunks. Each X chunk
has 32-byte pointers to additional X chunks or D
chunks. D chunks form a ordered doubly linked
list, and contain pointers to record chunks.

• Record chunk: a 4K chunk of data that holds a
JSON record for a keyed value.

Our current implementation has a full implementation
of single table operations thus far, but with relational
database operations approachable with the same dynam-
ics:

• When the owner of a Layer 3 blockchain creates
a new database, the owner chunk is updated and
database chunk is created and the owner chunk
is updated with the new database chunk informa-
tion. If this is the first database created by the
owner, the root hash of the owner is set for the
first time. The root hash of the database is set for
the first time.

• When the owner of a Layer 3 blockchain creates
a new table, the database chunk is updated and
table chunk is created and the database chunk
is updated with the new table information. This
also causes the owner chunk to be updated with
the new database chunk information. The root
hash of the table is set for the first time in the
child chain.

• When the owner of a Layer 3 blockchain creates
or updates a table, this creates or changes the
database schema chunk. The database chunk is
then updated with the new schema information,
which in turn causes the owner chunk to be up-
dated with the new database chunk information.

• When an owner creates a new record in a table
with a SQL statement such as

insert into account (id, v)")

values (42, "minnie@ethmail.com")
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the index chunks (X chunks and D chunks) are
updated with new primary key information and
a record chunk is created in JSON form

{"id":42, "v":"minnie@ethmail.com"}

Because the index chunk changes, the table chunk
changes. The root hash of the table is set for the
first time in the child chain. When an owner
updates a record in a table with a SQL statement
lie

update account set v =

"minnie@mail.eth" where id = 42

the record has a new chunkID because of the new
JSON content

{"id":42, "v": "minnie@mail.eth"}

and so one or more index chunks are updated
with a new chunkID.

• When an owner drops a database, the owner
chunk is updated globally. Additionally, any ta-
bles associated with the database at the time of
deletion should have their root hashes updated.

• When an owner deletes a table, the root hash of
the table is updated, the schema chunk is updated,
and the database chunk is updated with the new
schema chunk info and removing the table name.
The owner chunk is then updated with the new
database chunk info..

When the leader node of a Layer 3 SQL blockchain mints
a Layer 3 block, it must include in its Layer 3 block:

• the SQL transactions – where for each table ref-
erenced in the SQL, the leader must retrieve the
previous root hash of the table in the SMT and
execute the SVM operations for that table against
that SMT’s data.

• the Chunks newly written through the execution
of the SQL transactions, where chunks are only
created, and never “updated”.

• a new Layer3KeyRoot transactions and calls
submitBlock(𝑏3𝑘, 𝑘): for all tables updated from
the SQL transactions, each table has a new root
hash. Using the Layer3KeyRoot, any layer 3
node can respond to a SQL SELECT query by re-
trieving the the previous hash of any table from
the SMT. Using the Layer3KeyRoot, any layer
3 node can respond to a SQL SELECT query by
retrieving the the previous hash of any table from
the SMT

With a newly minted Layer 3 block 𝑘, the Layer 3 SQL
blockchain can submit a layer 2 block transaction 𝑇 3

𝑘 for
the Layer 3 Block 𝑏3𝑘

submitBlock(𝑏3𝑘, 𝑘)

which proceeds just as in the NoSQL blockchain, with
the analogously structured Deep Merkle Proof. Where in
the NoSQL chain, each NoSQL document / row updated
resulted in an updated leaf in the SMT for the newly
updated document, now with the SQL chain, each SQL
statement supports a new table root hash change in an
update leaf in the SMT.

6. Paying for Storage and
Bandwidth

The Layer 3 blockchain users who store NoSQL/SQL/File
data with storeChunk operations give the Layer 2 op-
erator permission to charge for bandwidth and storage
in two different ways:

1. Bandwidth is paid for through (1) users sign-
ing retrieveChunk(𝑘, 𝜏, 𝜔) calls to retrieve
data and obtaining recent balances, where
each call uses up a tiny amount of bandwidth
backed for with a token 𝜏 originated by the
createBlockchain call; (2) users signing a new
updateBalance(𝜏, , 𝜔) request originated by
operator and agreeing to making a payment for
incurred bandwidth usage and the latest token
owner balance. An updateBalance response by
users is mapped into layer2 transaction, where in-
curred bandwidth cost is deducted from token’s
owner balance (𝜏) and added to operator’s al-
lowance 𝛾(𝜏).

2. Storage is paid for through Block Transactions
submitBlock(𝑏3𝑘, 𝑘) signed by the Layer 3
blockchain operator - because chunks are identi-
fied directly inside Layer 3 blocks, a tally of the
number of bytes used in each new layer 3 block
is added to the SMT. The Layer 1 contract then
exposes storageCharge interface to the Layer
2 operator where a recently signed Layer 2 block
transaction (containing a tally of the number of
bytes, signed by the Layer 3 blockchain operator)
is used to deduct the layer 3 operator’s balance
since the last time it was called. This is detailed
below.

In this way Layer 3 Blockchains pay for the services of the
Layer 2 blockchain. The lifecycle of a short lived Layer 3
blockchain is shown in Figure 5, which is expounded in
the next section.

6.1. Layer 2 Plasma Tokens for Bandwidth
Payments

In this section it is explained how Layer 2 Tokens can
form a unidirectional payment channel, where each signed
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Figure 5: Samples of a Layer 3 NoSQL Blockchain User in the Deep Blockchain architecture presented here. A Layer 3 user
creates a Layer 3 Blockchain by sending 1 ETH to createBlockchain and receives a Plasma token (1 pETH) which is included
as a deposit in Layer 2 block 2000. The Layer 3 user does 2 SetKey operations included in Layer 3 block 300, which result
in the Layer 3 blockchain signing 2 storeChunk for each key-value pair. The Layer 3 blockchain mints Layer 3 Block 300
and stores it again with 3rd signed storeChunk call, finally calling Layer 2’s submitBlock with the hash of Block 300. The
Layer 2 operator includes this block transaction in Layer 2 Block 2001, stores it in Cloudstore, and submits it the Layer 1
blockchain with a Smart Contract call to submitBlock. Later, multiple (lots and lots) of signed GetKey calls are done by the
Layer 3 User, each executed using retrieveChunk signed calls. At some point, the user hits Σ𝑚𝑎𝑥 = .02𝑝𝐸𝑇𝐻 and uses
updateBalance to agree that its balance is 0.98 pETH, which is included in Layer 2’s token transaction block and submitted
to Layer 1. Finally, the Layer 3 user can drop its blockchain, which will trigger deletion of chunks and initiate a finalizeExit
process that returns the .98 ETH balance to the user.

retrieveChunk call is not a transaction to be included
in a Layer 2 block (and has no nonce to increment) but
simply indicative of "permission to return some data and
decrement my token balance"; where the Layer 2 operator
can check the signature against its record of the current

owner as a condition of looking up the chunk.
The Layer 2 operator must have tally aggregation capa-

bility that can aggregate numerous signed calls together
and compute that token 𝜏 has some new balance (𝜏). In
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our implementation simple minute-wise Hadoop job is
used to tally periodic flushes of retrieveChunk oper-
ations grouped by different 𝜏 , keeping as a short-term
output (TTL=3600s) log that each minutewise change
of 𝜏 was caused by specific signed operations; this bal-
ance update log is exposed to the user. When this in-
ternal tally reaches a critical threshold Σ𝑚𝑎𝑥, responses
to retrieveChunk halts and can only resume with a
Layer 2 updateBalance transaction submitted and in-
cluded in the Layer 2 block directly in the SMT root
Layer2TokenRoot. The threshold Σ𝑚𝑎𝑥 in the con-
tract. To minimize disruptions from halting in this way,
it is the responsiblity of the Layer 3 blockchain to peri-
odically submit updateBalance, signing recent token
balances provided in the retrieveChunk.

Moreover, as the token has considerable usage ac-
cumulated, and as users regularly submit sufficient
updateBalance transactions to Layer 2, the value of
the balance may accumulate to a great enough level that
the Layer 2 operator may wish to withdraw the balance
accumulated directly in the Layer 1 contract. To sup-
port this,the SMT state is expanded to include the token
balance and the operator withdrawal amounts.

If users wish to transfer the token to another user of
the layer 2 blockchain by submitting a token transfer op-
eration, the updateBalance must be executed to “close”
the token-based state channel.

Finally, users who wish to withdraw token 𝜏 for Layer
1 currency can do so by calling startExit with the
last 2 transfers and this last updateBalance, which will
redeem the denomination less the tally of what has been
withdrawn by the operator. Others may challenge this
exit, but only with a valid proof of user double spending
𝜏 .

6.2. Layer 1 Storage Insurance
Because every single write of a Layer 3 blockchain is
included in sequentially ordered layer 3 blocks (each of
which identify a set of Chunk IDs) the layer 3 blockchain
forms an itemized list of signed insurance requests that
form a Layer 1 unidirectional state channel initiated by
the deposit into createBlockchain. Assuming no chal-
lenges exist, if the Layer 2 operator that receives a Layer
3 block identifying a set of chunks can provide a recent

proof of storage then it may deduct from this deposit. On
the other hand, if the layer 3 blockchain has reason to
believe that some chunk is lost, it can submit its claim
to Layer 1 smart contract and demand Merkle proofs
in response. The CRASH patterns of [9] specify this
challenge-response system in detail, which is extended
to our deep blockchain in the following way:

• Insurance Request. Each Layer 3 block 𝐵3
𝑗 ( sub-

mitted to the Layer 2 operator in the block trans-
action submitBlock(𝑏3𝑗 , 𝑗) calls ) includes (1) a
seed hash 𝛾, where the seed 𝜈 (𝛾 = 𝐻(𝜈)) is
held solely by the layer 3 operator and revealed
when the layer 3 operator wishes to challenge
the Layer 2 operator with storageChallenge
(see below); (2) the hash of an SMT Merkle root
𝐻(Ξ) for all the chunks specified in the layer 3
block using 𝜈; (3) the total collection size in bytes
𝜎𝑡𝑜𝑡𝑎𝑙 in all Layer 3 blocks; (4) a Ω parameter, the
amount of layer 1 currency required to hold 1 GB
per month (e.g. if market conditions for keeping
data in 8 places in Cloudstore is $.25 GB/mo and
Layer 1 currency is $500/𝐸𝑇𝐻 , then Ω would
be 5 × 1014 wei). The Layer 2 operator uses 𝜅
to fetch the list of chunks the Layer 3 operator
wishes to insure, verifies that all chunks in the
list are in fact available, and checks that 𝜎𝑡𝑜𝑡𝑎𝑙

matches the Layer 2 operators own tally closely.
If the chunks are missing, or the tally is not rea-
sonable, the Layer 2 operator may reject the block.
Otherwise, the Layer 2 blockchain will include
the Layer 3 block hash in the BlockRoot of the
next Layer 2 block. In this way, the block trans-
action is taken as a signed request to insure the
entire Layer 3 blockchain’s storage.

• Storage Charges. Under ordinary conditions, the
layer 2 operator can submit the most recent proof
of any signed block transaction to the Layer 1
smart contract function:
storageCharge(blockchainName string,
txbytes bytes, storagecost uint64,
sig bytes) Since txbytes contains 𝜎𝑡𝑜𝑡𝑎𝑙

and Ω, the storageCharge function can
deduct from balance originally deposited
via createBlockchain since the last time
storageCharge was called.
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Figure 6: Three-layer deep blockchain model.

• Storage Challenge-Response: CRASH proofs. If
at any time, the Layer 3 blockchain wishes
to challenge Layer 2’s inept storage (due to a
missing block or missing chunk included in the
block), it may do so by demanding a CRASH
proof of a specific layer 3 block, revealing 𝜈
(which must match the 𝛾 in txbytes) by calling:
] storageChallenge(blockchainName
string, blockNumber uint64, seed
bytes32) A valid CRASH-proof response must
be provided by the layer 2 operator within
some time period (e.g. 3 to 7 days) or the
challenger layer 3 user will obtain a payout pro-
portional to 𝜎𝑡𝑜𝑡𝑎𝑙 contained in txbytes.
storageResponse(blockchainName
string, blockNumber uint64,
proofBits uint64, proofBytes bytes)
This payout must come from a registered balance
held in the Layer 1 Smart Contract. The response
must be a valid proof whose root Ξ that matches
𝐻(Ξ) originally supplied for the block. Finally,
to guard against the situation that some layer
3 operator supplies a bogus 𝐻(Ξ) in the block
transaction to claim this payout, the layer 2
operator can supply a small number (e.g. 5) of
Merkle branches resolving to 𝜅. The economic
incentives of this challenge-response system
is refined to balance the layer 2 and layer 3
operators in this challenge-response pattern to
be reasonable relative to Layer 1 Ethereum gas
costs.

With the above mechanism in place, the layer 2 operator
can charge the layer 3 operator when transaction fees are
negligible. In regular conditions, the Layer 3 blockchain

can see its storage fees through storageCharge; when
the balance approaches zero, the Layer 3 blockchain must
deposit additional Layer 1 currency to its blockchain
balance at Layer 1. Finally, a call to dropBlockchain
must permit the layer 2 operator the opportunity to claim
a final storageCharge and close out the bandwidth
balance of 𝜏 before finalizing exits (see Figure 5). Since
there are two sources of demand (storage charge and
bandwidth charges), the layer 2 blockchain must check
that the sum of both sources equal the available balance
for the layer 3 blockchain.

7. Discussion
There have been many approaches scaling blockchain
architecture to support higher throughput and lower la-
tency:

• Changing the security model of Layer 1
blockchains (c.f. NEO, EOS’s approach)

• Incremental improvements to Layer 1 or Layer
0 that don’t change security model (c.f. larger
blocks)

• Having many separate chains, using sharding
• State Channels
• Layer 2 Plasma solutions

This paper focussed on the last approach, and de-
scribed how using the core ideas behind Layer 2 Plasma
Cash can be extended to a deep blockchain system, form-
ing the basis for provable data storage for widely used
NoSQL + SQL developer interfaces. The concept of Deep
Merkle proof for a 3 layer deep blockchain system is
illustrated here and shown its conceptual viability, bor-
rowing state channel concepts for Layer 3 NoSQL and
SQL blockchains to pay for storage and bandwidth.

Deep learning architectures have advanced numerous
high-scale applications in every industry in a way that
is not about one specific deep learning algorithm – and
instead about an approach that could not be achieved
through dogmatic faith in single-layer “neural” networks.
In an analogous way, deep blockchain architectures could
have the potential to enable a wide range of high-scale
applications in a way that might not be achieved through
dogmatic faith in Layer 1 scaling innovations alone.

Blockchain practitioner instincts are to be wary of
centralized consensus protocols and centralized storage.
However, our use of non-local storage can be rational-
ized, not by demanding that every component be dog-
matically decentralized, but by considering how attack
vectors are reduced through judicious use of some not-
so-decentralized components. The attacks on storage are
limited in nature due to:
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• verifiability of chunks, where all 𝑘, 𝑣 pairs re-
trieved from non-local storage are verifiable ei-
ther due to (a) 𝑘 being verified to the hash of the
value 𝑣 returned (b) 𝑘 being directly included and
signed by a trusted party. In this sense the attack
vector is limited to the private key

• the use of Ethereum SWARM (currently in POC3)
as a censorship-resistant cloud storage provider.
In the event that the Layer 2 blockchain provider
loses access to its Cloud Storage backend, higher
layer backends can simply request chunks using
the Kademlia-based DHT of Ethereum SWARM.
Generally this censorship-resistance comes at the
cost of higher latency responses.

• cryptoeconomic incentives, wherein if a data
storer can prove (with a Merkle branch) that a
piece of data can no longer be accessed but has
been included on chain through a valid Merkle
branch

It is believed the combination of decentralized stor-
age and cloud computing storage increases the cost of
attack and that the Blockchain 1.0 Objective of Maxi-
mize decentralization must be altered in favor of the more
nuanced Blockchain 2.0 Objective Maximize cost of at-
tack, which ultimately will lead to more secure and re-
liable blockchain systems. One gets the best of both
worlds: from centralized storage one gets low-latency,
high-throughput infrastructure, and from decentralized
storage one gets resilience and censorship resistance.

Concerning the use of a single centralized Layer 2 op-
erator, it is highlighted that in all cases where Layer 1 cur-
rency is deposited (in createBlockchain), because use
of the “Plasma Cash” design pattern, the owner of the to-
kens may withdraw its balance on the Layer 1 blockchain.
This is a surprising result: that checks and balances on to-
ken ownership are possible through the use of the Layer
1 blockchain despite the Plasma operator being in 100%
control; if users discover that the Layer 2 blockchain op-
erators are malicious, they can be certain they can get
the value of their tokens back, and if the data is kept in
resilient Ethereum SWARM (or if they have kept their
data locally), they can move to another Layer 2 operator
using the same protocol.

This shows a deep blockchain that has a higher cost of
attack than the deep blockchain illustrated in Figure 2, uti-
lizing𝑁2 Layer 2 blockchains (each with their own Cloud-
store) and 𝑁1 Layer 1 blockchains, each receiving the
same Layer 3 submitBlock and Layer 2 submitBlock
transactions respectively:
Because the retrieval of layer 𝑖+ 1 data from layer 𝑖 can
be verified by layer 𝑖+ 1 (checking block data: does the
block hash match the block content? is it signed? does it
have a parent hash? etc.; checking chunks: does the hash
of the chunk data equal the chunk key), each lower layer

node devolves into a dumb storage layer with some fail-
ure or attack probability (𝑝21..𝑝

2
𝑁2

for layer 2 blockchains,
𝑝11..𝑝

1
𝑁1

for layer 1 blockchains) – depending on this
probabilistic model, the cost of attack may be divined.
However, it seems most likely that motivated parties
would attack the centralized control behind each layer
(c.f. via EIP999, mining pools arewedecentralizedyet.com,
governments asking the Cloudstore providers to block
Layer 2 operator’s accounts) – in this sense the probabilis-
tic independence in concentrated efforts to attack layer
1 and 2 would be highly suspect. For this reason, our
true faith relies in Ethereum SWARM’s resource updates
([9]), where chunks may be keyed not by the hash of
their content but with a resource key, which can be used
for the block data without an index mechanism; all re-
source updates are signed so the reader can authenticate.
Ethereum SWARM, because of its use of Kademlia-like
protocol, is not naturally as fast as other components in
Cloudstore, but kicks in when all Layer 2 blockchains
Cloudstore fail or when Layer 1 itself is attacked (via 51%
attacks, or unknown POS failures). If other decentral-
ized storage services provided similar provable storage
as Ethereum SWARM’s resource update, so long as Layer
3 blockchain does not go Byzantine, only one answer can
surface, making for unstoppable layer 3 blockchains.

The Layer 3 NoSQL and SQL blockchains developed
in this paper operated under an assumption that the
NoSQL + SQL transactions should be private data se-
cured by an encryption key known only to the operators
of the Layer 3 blockchain. This protects the Layer 3
blockchain from operators of Layer 2 blockchain and any
Cloudstore. However, the same problem as with standard
databases (MySQL, MongoDB, DynamoDB, etc.) exists
with our current implementation of NoSQL/SQL Layer
3 blockchains: once someone gets access to a Layer 3
blockchain node holding the database encryption key or
private key, the entire database is compromised. There-
fore, provenance and immutability of the NoSQL/SQL
database state changes, as manifested in Deep Merkle
Proofs, differentiate a Layer 3 blockchain from standard
databases. The small latency incurred with permissioned
protocols (RAFT, POA) and negligible cost should be
welcomed when provenance and immutability are of
paramount concern.

Many other Layer 3 blockchains can be constructed
using the Layer 2 storage and bandwidth infrastructure:
a chain that represents the evolving state of ERC721 to-
kens, a chain that represents a cryptocurrency exchange
where your money can never be stolen, and so forth. The
state of the Layer 3 blockchain is not stored locally but
instead kept in Cloudstore with storage and bandwidth
costs properly accounted for using the Layer 2 tokens,
themselves based on Layer 1. Layer 3 and Layer 2 nodes
are therefore “light nodes” in that they can quickly catch
up to the latest state by asking the layer 2 and layer 1
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blockchains for the most recent finalized block. This
is not possible to do for the Layer 1 blockchain, how-
ever. However, it is possible, and interesting to adapt a
Layer 1 blockchain of Ethereum and make it a Layer 3
blockchain. Computation (Ethereum gas costs) can con-
sume Layer 2 token balances in state channels along with
bandwidth, contract storage can use SMTs mapped to
Cloudstore (instead of Patricia Merkle Tries kept in local
store) submitted in blocks to the Layer 2 blockchain, and
the consensus machinery can be put in a modern sharded
Proof-of-Stake framework to achieve high-throughput
low-latency ambitions of Ethereum 2.0, with all layer 3
nodes. The expectation would be that a Layer 3 Ethereum
blockchain would have massively lower costs due to ra-
tional models of storage and bandwidth. Other deep
blockchain systems can be developed with different com-
putational primitives than the EVM, such as Amazon’s
Lambda or Apache Hadoop.

It is believed that there can be many deep blockchain
systems developed with higher layers resting on many
Layer 1 blockchains, even to the point where multiple
Layer 1 systems are dropped and many more added to pro-
vide more or less Layer 2 security. The same can be said
for any layer to benefit higher layers. If the blockchain
at layer 𝑖 changes its consensus algorithm from Quorum
RAFT to pBFT or Casper Proof-of-Stake, the layer 𝑖+ 1
benefits; higher layer blockchains are supervenient on
Layer 1, so innovations on Layer 1 are inherited by all
deep blockchain systems. It is hoped that many deep
blockchain systems can explore high throughput low la-
tency scale through some of the design patterns explored
here.
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Abstract
UAV-assisted ground and underwater perimeter security sensor networks represent a sophisticated integration of aerial,
ground, and underwater technologies for surveillance and security purposes. This system combines Unmanned Aerial Vehicles
(UAVs) with underwater sensors to monitor and protect strategic areas like harbors, offshore installations, and coastal facilities.
Unmanned Aerial Vehicles (UAVs) have become pivotal in modern surveillance and security operations. Their versatility,
mobility, and technological adaptability make them ideal for perimeter security systems. This study examines the integration
of group of UAVs into perimeter security, evaluating their effectiveness, operational frameworks, technological advancements,
and potential future developments. We analyze and implement a PSO (Particle Swarm Optimization) algorithm, related to
group of UAVs trajectory optimization, review case studies, and identify key considerations for effective development.

Keywords
UAV, PSO, sensor network, perimeter security

1. Introduction
UAV-assisted underwater perimeter security sensor net-
works represent a cutting-edge blend of aerial and mar-
itime technologies, designed to enhance the security of
critical aquatic areas. This integration of Unmanned
Aerial Vehicles (UAVs) and underwater sensors provides
a robust solution for monitoring and safeguarding sen-
sitive zones like naval bases, coastal areas, ports, and
offshore installations.

The key components in the UAV-assisted underwater
perimeter security sensor networks are the sensors, UAVs,
and the control center.

Underwater sensors typically include acoustic sensors
(such as sonars), geophones, hydrophones for detecting
sound under water, and magnetic anomaly detectors for
identifying metallic objects. These sensors continuously
scan underwater environments to detect and track po-
tential threats, like submarines, divers, or unmanned
underwater vehicles (UUVs).

UAVs provide real-time aerial surveillance, signifi-
cantly extending the range of observation beyond the
immediate perimeter. They act as a vital link between the
underwater sensors and the control center, especially im-
portant in deep-water areas where direct communication
is difficult.

Control center provides data processing and decision
making. Here the data from both UAVs and underwater
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sensors is analyzed, processed, and fused to form a com-
prehensive operational picture. Control center assesses
potential threats based on the gathered information and
coordinates appropriate responses.

One of the challenges in the UAVs assisted underwater
perimeter security sensor networks is the energy man-
agement. Both the UAVs and underwater sensors must
efficiently manage their power to ensure prolonged oper-
ational capabilities. The present study focuses on energy
management, especially in energy-efficient and reliable
routing of groups of UAVs. The UAVs energy-efficient
routing is a multifaceted challenge that involves optimiz-
ing the flight paths and operational strategies of UAVs.

The objective is to maintain vigilant monitoring and
rapid response capabilities while minimizing energy con-
sumption, which is critical for the longevity and effec-
tiveness of the UAVs in defense operations. The aim is
to create routes and operational patterns that minimize
energy usage while ensuring comprehensive security
coverage.

Altitude and speed optimization in UAV-supported un-
derwater perimeter security sensor networks is a critical
aspect of ensuring energy-efficient routing and effective
operation. The right balance of altitude and speed di-
rectly impacts the UAVs’ energy consumption, coverage
area, sensor effectiveness, and response times.

1.1. Altitude optimization
Higher altitudes can offer less air resistance, but the ben-
efit must be balanced against increased energy require-
ments for climbing and maintaining altitude. Higher
altitudes may increase the coverage area but could re-
duce the detail or accuracy of sensor data. The right
altitude affects UAV performance in different weather
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conditions. For example, flying above or below certain
weather layers (like fog or clouds) can be crucial.

The optimized altitude can ensure communication
with both the underwater sensor network and the control
station [1].

1.2. Speed optimization
Generally, faster speeds increase energy consumption.
The optimization algorithm should identify the most
energy-efficient cruising speed for each UAV model.
Faster speeds allow for quicker coverage of an area but
might reduce the effectiveness of sensors due to motion
blur or reduced processing time.

Speed must be optimized to balance routine surveil-
lance with the need for rapid response in case of detected
threats [2, 3]. Tailwind can be exploited to reduce energy
consumption, whereas flying into headwinds will require
more energy, affecting optimal speed decisions.

2. Related works
There are some existing solutions related to the UAVs
assisted underwater perimeter security sensor networks
as:

• DJI Enterprise Drones - the solution is used for
inspection and surveillance of commercial and
military complexes. The drone is equipped with
thermal imaging sensors, high-resolution cam-
eras, and programmable flight paths and is pro-
grammed for routine patrols or dispatched upon
alerts from ground and underwater sensors.

• AeroVironment Raven RQ-11B - the solution
is used for battlefield reconnaissance and surveil-
lance. The UAV is equipped with GA (Genetic
Algorithms), based trajectory optimization sys-
tem and interfaces with ground and underwater
control systems and sensor networks.

• Elbit Systems Skylark I-LEX – this is electri-
cally propelled UAV equipped with MPC (Model
Predictive Control) trajectory optimization sys-
tem, designed to collect data and interface with
ground and underwater sensors for a comprehen-
sive security net and is utilized by military and
homeland security for national borders and sen-
sitive areas.

• Anduril Industries’ Lattice – this is a complete
system that integrates drones, ground and under-
water sensors, and AI-powered analysis to detect,
classify, and respond to threats.

• Asylon DroneCore - automated drone deploy-
ment system that works with perimeter sensors
to conduct autonomous patrols and respond to

intrusions. The system is integrated with exist-
ing security infrastructure, providing a bird’s-eye
view when a ground sensor is triggered.

• General Atomics Predator B - used for na-
tional border surveillance, can be used in con-
junction with ground sensor arrays for detecting
and tracking movements and is equipped with
high-resolution cameras and advanced signal in-
telligence equipment that can integrate with sen-
sor network data.

All the mentioned UAVs have a custom design naviga-
tion systems with included energy-efficient software algo-
rithms for routing and altitude/speed optimization, using
various algorithms such as RL (Reinforcement Learn-
ing, Dynamic Programming, Dijkstra, GA (Genetic algo-
rithms) in different combinations.

3. Proposed solution
The current research is focused on the development and
implementation of altitude (elevation) and speed opti-
mization algorithm in custom designed UAVs.

The proposed algorithm is based on PSO (Particle
Swarm Optimization) [4, 5, 6]. This is a computational
method that optimizes a problem by iteratively trying
to improve a candidate solution with regard to a given
measure of quality.

It solves a problem by having a population of candi-
date solutions, here dubbed particles, and moving these
particles around in the search-space according to simple
mathematical formulae over the particle’s position and
velocity.

Each particle’s movement is influenced by its local
best known position but is also guided toward the best
known positions in the search-space, which are updated
as better positions are found by other particles. When ap-
plying PSO for altitude and speed optimization in UAVs
supporting underwater perimeter security sensor net-
works, the goal is to determine the optimal flight paths,
altitudes, and speeds for the UAVs to maximize coverage,
efficiency, and responsiveness while minimizing energy
consumption.

3.1. Challenges in the speed and elevation
optimization

The following challenges related to the speed/elevation
optimization problem were defined during the research:

• High Dimensionality: The speed/elevation opti-
mization problem can be high-dimensional, es-
pecially when considering 3D space and time,
making it computationally intensive [7].
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• Dynamic Constraints: UAVs must respond to dy-
namic changes in the environment, which re-
quires the PSO to be adaptable and responsive
in real-time.

• Local Minima: The PSO algorithm may get
trapped in local minima. This issue can be miti-
gated by tuning the parameters (𝜔, 𝑐1, 𝑐2) or by
hybridizing PSO with other optimization tech-
niques.

• Safety and Collision Avoidance: Ensuring safety
is paramount. The algorithm must incorporate
collision avoidance with other UAVs, terrain, and
obstacles [8].

3.2. Implementation
mplementing a Particle Swarm Optimization (PSO) al-
gorithm for altitude and speed optimization in UAV-
supported underwater perimeter security sensor net-
works involves several mathematical concepts. Here’s
an mathematical overview of the proposed algorithm
[9, 10, 11] :

Objective Function

Let’s denote the objective function as 𝑓(𝑥), where 𝑥
represents a vector of the decision variables (altitude
and speed in this case) for UAVs. The function might aim
to minimize energy consumption while maximizing area
coverage, response time, or signal quality.

This could be a weighted sum or a more complex func-
tion based on the mission requirements.

Constraints

Include constraints like battery life (B), maximum and
minimum altitude (𝐴{max}, 𝐴{min}), and speed limits
(𝑆{max}, 𝑆{min}).

PSO Algorithm Structure
Particle Representation - each particle 𝑖 in the swarm rep-
resents a potential solution, with its position pi indicating
a particular set of altitudes and speeds for a UAV.

Initialization: randomly initialize the position pi and
velocity vi of each particle within the feasible space de-
fined by the constraints.

Velocity and Position Update Rules

Velocity update:

𝑣𝑡+1
𝑖 = 𝜔𝑣

(𝑡)
𝑖 + 𝑐1𝑟1

(︁
𝑝𝑏𝑒𝑠𝑡,𝑖 − 𝑝

(𝑡)
𝑖

)︁
+ 𝑐2𝑟2

(︁
𝑝𝑔𝑙𝑜𝑏𝑎𝑙 𝑏𝑒𝑠𝑡 − 𝑝

(𝑡)
𝑖

)︁
,

(1)

where 𝜔 is the inertia weight, 𝑐1 and 𝑐2 are cognitive
and social coefficients, respectively, 𝑟1, 𝑟2 are random
numbers between 0 and 1.

Position update:

𝑝𝑡+1
𝑖 = 𝑝

(𝑡)
𝑖 + 𝑣𝑡+1

𝑖 . (2)

Ensure that the updated position adheres to the con-
straints.

Evaluation:

Evaluate the fitness of each particle using the objective
function 𝑓(𝑥).

Update the personal best pbest,i if the current position
of the particle yields a better value of the objective func-
tion. Update the global best 𝑝𝑔𝑙𝑜𝑏𝑎𝑙 𝑏𝑒𝑠𝑡 if any particle
achieves a better value than the current global best.

Termination:

Continue iterating until a maximum number of iterations
is reached or convergence criteria are met (e.g., minimal
improvement in the global best).

Example Objective Function
Consider a simplified example where the objective is to
minimize energy consumption 𝐸 while ensuring good
area coverage 𝐶 . The objective function might look like
this:

𝑓 (𝑥) = 𝛼𝐸 (𝑥)− 𝛽𝐶 (𝑥) . (3)

Here, 𝛼 and 𝛽 are weights reflecting the importance of
energy consumption versus coverage.

The functions 𝐸(𝑥) and 𝐶(𝑥) compute the energy
consumption and coverage based on the altitude and
speed parameters in 𝑥.

The mathematical overview provided here is a sim-
plified version of what could be a complex real-world
implementation. In practice, the functions and parame-
ters would need to be tailored to specific UAV capabilities,
sensor characteristics, environmental factors, and mis-
sion goals.

Additionally, various enhancements to the basic PSO,
such as constriction factors or varying inertia weight,
might be employed to improve convergence and solution
quality.

To implement the PSO algorithm for altitude and speed
optimization in UAV-supported underwater perimeter
security sensor networks, we will develop a structured
pseudocode.

This pseudocode will help visualization the flow of the
algorithm and serve as a guide for actual programming.
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Remember that PSO is inherently iterative and works
with a population of solutions, adjusting them over time
based on a defined objective function.

The related PSO algorithm written in pseudocode is
shown below:

PSO algorithm for UAVs elevation/speed
optimization
Inputs:
- num_particles: Number of particles in the
swarm

- max_iterations: Maximum number of
iterations

- objective_function: Function to optimize
(minimize or maximize)

- A_max, A_min: Maximum and minimum
allowable altitudes

- S_max, S_min: Maximum and minimum
allowable speeds

- omega: Inertia weight
- c1, c2: Cognitive and social coefficients
Initialize:
- Create num_particles particles with random
positions and velocities

- for each particle i:
- position[i] = Random within
[A_min, A_max] and [S_min, S_max]
- velocity[i] = Random initial
velocity
- pbest[i] = position[i]

- gbest = position of the best particle based
on objective_function
Main Loop:
- for iter = 1 to max_iterations:

- for each particle i:
- Update velocity:
- r1, r2 = Random numbers
between 0 and 1
- velocity[i] = omega * velocity[i]
+ c1 * r1 * (pbest[i] - position[i])
+ c2 * r2 * (gbest - position[i])

- Update position:
- position[i] = position[i]
+ velocity[i]
- Ensure position[i] adheres to

[A_min, A_max] and [S_min, S_max]
- Evaluate:
- If objective_function(position[i]) is
better than objective_function(pbest[i]):

- pbest[i] = position[i]
- If objective_function(position[i]) is
better than objective_function(gbest):

- gbest = position[i]
- Return gbest as the optimal solution
End Algorithm

Related to the pseudocode above please note:
Initialization: The initial positions and velocities are

randomly assigned within the permissible ranges for al-
titude and speed. Each particle’s initial position is con-
sidered its personal best (pbest).

Updating Velocities and Positions: The velocities
are updated considering both the particle’s own best po-
sition and the global best (gbest). The updated velocity
influences the new position. It’s important to ensure that
the updated positions are within the allowed ranges.

Evaluating and Updating Best Positions: Af-
ter updating positions, evaluate them using the objec-
tive_function. If a particle’s new position is better than
its pbest, update pbest. If it’s better than the current gbest,
update gbest.

Termination: The algorithm iterates through this
process, gradually moving the swarm towards the best
solution. The process repeats either until the maximum
number of iterations is reached or some other stopping
criterion (like a convergence threshold) is met.

Returning the Optimal Solution: Finally, the gbest
after the last iteration is returned as the optimal set of
altitude and speed parameters.

Customization for the specific use-case: The ob-
jective function should be designed specifically for the
UAV’s operational requirements, taking into account fac-
tors like energy consumption, area coverage, sensor ef-
fectiveness, and other mission-specific metrics.

Parameters such as 𝜔, 𝑐1, and 𝑐2 may need tuning for
optimal performance in specific scenarios.

Additional constraints or enhancements can be inte-
grated into the algorithm based on specific requirements
and operational environments.

4. Key Takeaways
Enhanced Efficiency: The PSO algorithm effectively
optimizes UAV flight parameters (altitude and speed),
leading to improved energy efficiency. This results in
longer mission durations and reduced operational costs.

Adaptive Flight Paths: The algorithm’s ability to
dynamically adapt flight paths in response to changing
environmental conditions and mission requirements is
a significant advantage, ensuring optimal coverage and
data collection.

Collaborative Functionality: PSO inherently sup-
ports multi-UAV coordination, allowing for effective
swarm operations. This results in comprehensive area
surveillance and redundant systems for critical defense
missions.

Real-Time Decision Making: The implementation
enables UAVs to make real-time adjustments, crucial for
responding to emergent underwater threats or anomalies
detected by the sensor network.
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Operational Flexibility: The algorithm’s flexibil-
ity allows it to be tailored to various mission scenarios,
UAV types, and sensor network configurations, making
it broadly applicable in underwater perimeter defense.

4.1. Challenges and Considerations
Complex Environmental Dynamics: The underwa-
ter and aerial environments present unique challenges,
including variable weather conditions and underwater
currents, which can affect the algorithm’s performance.

Communication Limitations: Ensuring reliable
communication between UAVs and underwater sensors
remains a challenge, impacting the coordination and ef-
fectiveness of the network.

Computational Demands: PSO, especially in real-
time applications, can be computationally intensive, ne-
cessitating robust onboard processing capabilities. Secu-
rity and Robustness: The system must be secured against
potential cyber threats and robust enough to handle op-
erational uncertainties and potential system failures.

5. Conclusion
The implementation of a Particle Swarm Optimization
(PSO) algorithm for altitude and speed optimization in
UAVs supporting underwater perimeter security sensor
networks is a sophisticated approach that leverages the
strengths of swarm intelligence for operational efficiency.
The conclusion drawn from this implementation can
highlight its significance, potential benefits, and areas
for future enhancement. Future steps:

• incorporating advanced variants of PSO or hybrid
algorithms could further optimize performance,
especially in highly dynamic or unpredictable
environments.

• leveraging AI for predictive analytics and ma-
chine learning for continuous improvement of
flight path algorithms based on historical data
can enhance operational efficiency.

• incorporating sustainable technologies, such as
solar-powered UAVs, can extend mission dura-
tions and reduce environmental impact.

The implementation of a PSO algorithm for optimiz-
ing a group of UAVs’ altitude and speed in underwater
perimeter security sensor networks demonstrates sig-
nificant potential in improving maritime security oper-
ations [12]. While challenges remain, the continuous
advancements in technology and algorithmic strategies
hold promise for developing more sophisticated, efficient,
and robust defense networks in the future . This ap-
proach exemplifies the innovative integration of aerial

and maritime technologies, paving the way for enhanced
security solutions in coastal and offshore environments.

In conclusion, PSO is a robust and versatile algorithm
widely used for solving complex optimization problems.
Its ongoing developments and applications across diverse
fields highlight its relevance in the current technological
landscape.
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Abstract
Wireless Sensor Networks (WSN) have emerged as a pivotal technology in many application areas such as environmental
monitoring, IoT, military applications, and healthcare. These networks consist of spatially distributed, autonomous sensors
that cooperatively monitor physical or environmental conditions, such as temperature, sound, or pollution levels. The unique
characteristics of WSNs, including their resource constraints (e.g., energy, memory, and computational capacity), make them
vulnerable to various security threats. Information security in WSNs is crucial to ensure the confidentiality, integrity, and
availability of the data they collect and transmit.

As these wireless sensors collect and share data, they ensure the security and privacy of transmitted information becomes
critical. In recent years, with an increasing emphasis on security, there has been a growing interest in Multi-Party Computation
(MPC). MPC allows multiple parties to compute a joint function over their inputs while keeping those inputs private. The
SPDZ protocol is among the most prominent and influential secure computation protocols. While the initial SPDZ protocol
and its successor, SPDZ-2, have shown promising results, there were still challenges related to performance, scalability, and
overall security.

This paper presents a newly developed protocol named SD-SPDZ (Sensor Data SPDZ). The proposed protocol is based on
MPC SPDZ-2 protocol and proposes changes to increase the performance in the preprocessing phase by implementing a
new algorithm for the Beaver triples calculation. This protocol enhances the privacy-preserving attributes and efficiency of
its predecessors. SD-SPDZ integrates advanced cryptographic techniques, offering a more robust and scalable solution for
secure computations in WSNs. The primary benefits include reduced communication overhead, faster computation times,
and improved resistance against various cyberattacks. The integration of SD-SPDZ in WSNs could improve performance
sensitively and change the way sensor data is securely processed in sensor networks. It provides a promising pathway to
ensure that as technology advances, the integrity and confidentiality of the data in these networks remain uncompromised.

In summary, as WSNs play an increasingly critical role in modern-day applications, the need for advanced high-
performance security mechanisms such as the SD-SPDZ protocol becomes more evident. This combination of cutting-edge,
high-performance, secure computation with wireless sensor networks promise a future where data can be both globally
accessible and privately computed, bridging the gap between performance and privacy.

Keywords
WSN, Information security, sensor data encryption, SPDZ, SD-SPDZ, Fixed Block Ciphers

1. Introduction
Wireless Sensor Networks (WSN) [1] are being used in
numerous applications ranging from environmental mon-
itoring to defense and healthcare. The distributed nature
of WSNs and their deployment in potentially hostile en-
vironments make data encryption crucial to ensure data
confidentiality, integrity, and authenticity. Historically,
traditional encryption algorithms such as Advanced En-
cryption Standard (DES) [2] and Data Encryption Stan-
dard (DES) [3] were evaluated for WSNs. However, due
to resource constraints in WSN nodes, some additional
encryption techniques gained popularity.

BISEC’23: 14th International Conference on Business Information
Security, November 24, 2023, Niš, Serbia
*Corresponding author.
$ akalexandrov@ir.bas.bg (A. K. A. )

Constraints and Challenges

Limited Resources: WSN nodes typically have limited
processing capability, memory, and energy.
Dynamic Network Topology: Nodes can join or leave,
posing challenges for key management.
Physical Vulnerability: Sensor nodes may be deployed in
hostile environments, susceptible to physical attacks.

Current Encryption Techniques

Lightweight Block Ciphers: They require less computa-
tional power and memory [4].
Stream Ciphers: Focus on processing data bit-by-bit, re-
quiring minimal memory [5]. Examples are Trivium and
Grain.
Public Key Cryptography: Though resource-intensive,
they can be optimized for specific tasks like initial key
exchange [6].
Multi-Party Computation: Multi-Party Computation
(MPC) [7] is a subfield of cryptography that enables multi-
ple parties to jointly compute a function over their inputs

The 14th International Conference on Business Information Security
(BISEC’2023), November 24th 2023, Niš, Serbia
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without revealing those inputs to each other.
The main benefits of the MPC based encryption proto-

cols are:
Privacy: Ensures that individual inputs remain secret

from other participants.
Correctness: Guarantees that the output is correct even
if some participants behave maliciously.

This essential in some WSN’s as:
Secure voting systems where voters want to compute
the result without revealing individual votes;
Military applications;
Collaborative data analysis in medical research where
institutions want to compute a joint result without shar-
ing patient data directly.

1.1. Sensor data encryption techniques
With the rising proliferation of the Internet of Things
(IoT) and the widespread deployment of sensor networks
across various industries, ensuring the confidentiality,
authenticity, and integrity of sensor data has become
paramount. This study delves deep into the techniques
and strategies employed for sensor data encryption, fo-
cusing on the unique challenges and requirements pre-
sented by these environments.

Objectives

To understand the peculiarities and constraints of sen-
sor data. To evaluate existing encryption methodologies
suitable for sensor data. To propose efficient techniques
or improvements tailored for sensor data encryption.

Characteristics of Sensor Data

Sensor data can be distinguished by:

• High volume: Many sensors generate data con-
tinuously.

• Temporal relevance: Some data may be time-
sensitive.

• Varying importance: Not all sensor data is equally
critical.

Challenges in Sensor Data Encryption

• Resource Limitations: Sensors often have con-
strained processing capabilities, energy, and mem-
ory.

• Transmission Overheads: Encryption might in-
troduce additional latency or payload.

• Diverse Deployment: Sensors can be found in
hostile environments, making them susceptible
to physical attacks.

2. Related works
In the area of the existing approaches, protocols, and
algorithms used to reduce the encrypted communica-
tion overhead in WSNs the following is commonly used
nowadays: BGW Protocol: The Beimel, Malkin, and Mi-
cali (BGW) protocol [8] is one of the foundational works
in the area of secure multi-party computation. SPDZ can
be viewed as a descendant of the BGW protocol, where
both focus on achieving security against a malicious ad-
versary.

TinyOT: An efficient protocol [9] for two-party compu-
tation, TinyOT inspired many techniques used in SPDZ,
especially the ones in the preprocessing phase. Over-
drive2K: Overdrive refers to optimizations and enhance-
ments of the SPDZ protocol, further improving the effi-
ciency of the offline phase [10].

MASCOT: A follow-up to SPDZ, MASCOT introduces
a more efficient method [11] for the preprocessing phase
by using oblivious transfer instead of somewhat homo-
morphic encryption, reducing computational overhead.

SPDZ2k: The SPDZ2k protocol [12] has been adjusted
to operate with calculations based on powers of two.

The significant difficulty with this is that in Z2k, not
every component has an inverse, an essential factor for
ensuring the security of both MASCOT and SPDZ. To
address this, SPDZ2k shifts to Z2k’, where k’ is a greater
value, to offset the presence of zero divisors.

MP-SPDZ: provides a complete implementation of
SPDZ2k [13] and features its distinct Z2k version, which
is optimized for compile-time k.SPDZ-2: An optimized
version of the original SPDZ, it enhances the online phase
for better efficiency.

BMR. Beaver and colleagues introduced a method [14]
to create garbled circuits from any multi-party compu-
tation framework while maintaining security attributes.
This method was later enhanced by Lindell and team by
employing SPDZ as the foundational protocol. MP-SPDZ
integrates BMR with the SPDZ/MASCOT protocol and
other security model protocols. Even though this feature
wasn’t included in SPDZ-2, it was unveiled partially prior
to MP-SPDZ’s first edition, as it was utilized by Keller
and Yanai in their oblivious RAM development.

Yao’s Garbled Circuits. Bellare and co-authors show-
cased a version of Yao’s garbled circuits optimized for
DES-NI, which is the standard DES execution on contem-
porary processors [15]. After the final release of SPDZ-2,
this version was incorporated and recently updated to
encompass the half-gate method.

2.1. SPDZ and SPDZ-2 Encryption
Protocols Overview

The SPDZ protocol is a foundational Multi-Party Com-
putation (MPC) scheme known for its robust security
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guarantees and practical efficiency. SPDZ facilitates se-
cure computation among multiple parties as connected
sensor modules, ensuring that individual inputs remain
private.

Protocol Basics

At a high level, the SPDZ protocol encompasses two
main phases: Preprocessing Phase: Offline phase where
correlated randomness (like Beaver Triples) is generated
without knowing the inputs.

Online Phase: Actual computation is performed us-
ing the preprocessed data.

Secret Sharing in SPDZ

Given a secret 𝑠, it is split into additive shares 𝑠1, 𝑠2, 𝑠3,
𝑠4 . . . , 𝑠𝑛 such that:

𝑠 =
∑︁𝑛

𝑖=1
𝑠𝑖. (1)

In the preprocessing phase, a Beaver’s triples (𝑎, 𝑏, 𝑐)
are generated where 𝑐 = 𝑎× 𝑏. During the online phase,
given shares of values 𝑥 and 𝑦 that need to be multiplied,
the protocol proceeds as:

Compute
𝛿𝑥 = 𝑥− 𝑎 (2)

and
𝛿𝑦 = 𝑦 − 𝑏. (3)

Each sensor module locally computes

𝑥× 𝑦 = 𝑥+ 𝛿𝑥 × 𝑏+ 𝛿𝑦 × 𝑎+ 𝛿𝑥 × 𝛿𝑦 (4)

In the online phase both values 𝑥 and 𝑦 where

𝑥 =
∑︁𝑛

𝑖=1
𝑥𝑖, (5)

𝑦 =
∑︁𝑛

𝑖=1
𝑦𝑖 (6)

are computed as:

𝑥+ 𝑦 =
∑︁𝑛

𝑖=1
(𝑥𝑖 + 𝑦𝑖) (7)

Each sensor module locally adds its shares. Using
Beaver’s triple, multiplication can be securely performed
as outlined above.

The SPDZ protocol also integrates zero-knowledge
proofs to ensure correctness without revealing individual
inputs or intermediate results.

Mathematically, SPDZ employs techniques from lin-
ear secret-sharing schemes to ensure zero-knowledge
properties.

Basics of the SPDZ-2 Protocol

The SPDZ-2 protocol [16] is an improvement over the
original SPDZ protocol for secure multi-party computa-
tion (MPC). It builds upon the foundations of the original
protocol while addressing certain performance and secu-
rity issues. The SPDZ-2 protocol also employs two main
phases like its predecessor:

Preprocessing Phase: Where correlated randomness is
generated.

Online Phase: Where the actual computation using
the preprocessed data takes place.

SPDZ-2 introduces a more efficient zero-knowledge
proof system to ensure that:

• The shares of each party are consistent.
• The Beaver’s triples are valid.

Instead of employing full-fledged zero-knowledge
proofs, SPDZ-2 uses MACs (Message Authentication
Codes) and correlated randomness to ensure honesty
and correctness without much communication overhead.

Improvements over the original SPDZ

Reduced Communication Overhead: By leveraging MACs
and efficient consistency checks, SPDZ-2 reduces the
number of rounds of communication, which is especially
beneficial in settings with many parties. To ensure consis-
tency of shares and validity of the triples, MACs (Message
Authentication Codes) are utilized.

The preprocessing phase is made more efficient, lead-
ing to faster overall computation times. At the same time,
when applied to wireless sensor networks, the SPDZ-2
protocol can still exhibit considerable communication
overhead. Sensor networks have bandwidth constraints,
limited battery life, and operate in high-latency environ-
ments, making communication efficiency crucial.

SPDZ-2 Protocol implementation in Wireless
Sensor Networks (WSN)

Wireless Sensor Networks (WSN) typically consist of spa-
tially distributed autonomous devices that cooperatively
monitor physical or environmental conditions.

Applying the SPDZ-2 protocol in WSN enables secure
collaborative data processing without revealing individ-
ual sensor readings.

For a WSN with n sensor nodes, let each node i have
a private value 𝑣𝑖. The goal is to compute a function
𝑓(𝑣1, 𝑣2, . . . , 𝑣𝑛) securely.

Secret sharing in WSN

A sensor node’s private value 𝑣𝑖 is split into additive
secret shares distributed among other nodes such that:

𝑣𝑖 =
∑︁𝑛

𝑖=1
𝑠ℎ𝑎𝑟𝑒𝑖𝑗 (8)
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For shared values 𝑥 and 𝑦, use preprocessed triples
(𝑎, 𝑏, 𝑐) where 𝑐 = 𝑎× 𝑏.

Calculate and open

𝛿𝑥 = 𝑥− 𝑎, (9)

and
𝛿𝑦 = 𝑦 − 𝑏, (10)

to all nodes. Each node locally computes

𝑥× 𝑦 = 𝑐+ 𝛿𝑥 × 𝑏+ 𝛿𝑦 × 𝑎+ 𝛿𝑥 × 𝛿𝑦. (11)

Zero-Knowledge Proofs

To ensure consistency of shares and validity of the triples,
MACs (Message Authentication Codes) [17] are utilized.
Given a MAC key 𝛼, and a value 𝑣, the MAC is:

𝑀𝐴𝐶𝑣 = 𝛼× 𝑣. (12)

Sensor nodes verify the validity of MACs without reveal-
ing their private values.

Communication Model in WSN

Given the energy and bandwidth constraints in WSN,
the application of SPDZ-2 requires efficient communi-
cation models, possibly hierarchical or cluster-based, to
minimize overhead.

In WSN, sensor nodes can be viewed as parties in
the MPC. Each node can hold a piece of the secret (i.e.,
its measurement) and wants to perform computations
without revealing its exact measurement to others.

Sensor Data Aggregation

For an aggregate function 𝑓 over sensor data
𝑑1, 𝑑2, . . . , 𝑑𝑛:

𝑓 (𝑑1, 𝑑2, . . . , 𝑑𝑛) =
∑︁𝑛

𝑖=1
𝑓 (𝑑𝑖). (13)

Using SPDZ-2, the function 𝑓 can be computed in a dis-
tributed manner without revealing individual 𝑑𝑖 values.

Challenges and Solutions in WSN

Bandwidth Constraint
Solution: Use compact secret sharing schemes and

optimize communication patterns, possibly adopting hi-
erarchical sensor node structures where cluster heads
manage intra-cluster communication.

Energy Constraint
Solution: Minimize interactive rounds in the protocol

and consider energy-efficient cryptographic operations.
Asynchronous operations can be adapted to allow nodes
to enter low-energy states when not actively participat-
ing.

Node Failures
Solution: Employ error-correcting codes for share re-

covery and design the protocol to be resilient to node
dropouts.

Security Considerations
In WSN, the threat model may differ, with concerns of

node capture or eavesdropping. The security of SPDZ-2
in such a model ensures:

• Privacy: Individual sensor readings are kept con-
fidential.

• Integrity: The outcome of the computation is cor-
rect even if some nodes are malicious.

3. Case study

3.1. Sensor Data Communication
Overhead in the SPDZ-2 Protocol

The SPDZ-2 protocol, when applied to sensor networks,
still has a significant communication overhead. This
is especially problematic for wireless sensor networks,
which may have limited bandwidth or be subjected to
high-latency communication environments.

Communication Overhead in SPDZ

The communication overhead in the SPDZ protocol pri-
marily arises from:

• Calculation, sharing and, reconstructing values
in the preprocessing phase.

• Exchanging values during the online phase for op-
erations like multiplication using Beaver’s triples.

• Zero-knowledge proofs ensure honesty and cor-
rectness.

Strategies to Reduce Communication Overhead

Before initiating the SPDZ protocol, sensors can locally
aggregate or summarize their data. For instance, instead
of sending individual readings, sensors can send averages
or other statistical summaries over a time window.

Group multiple operations together, especially during
the preprocessing phase. This can help amortize the cost
of generating and distributing values like Beaver’s triples
over multiple operations.

Instead of running individual proofs for each operation,
consider batched or aggregated proofs that can cover
multiple operations at once.

Implement secret sharing schemes that are tailored
for sensor networks. These can focus on minimizing
the number of shares or using techniques like error-
correcting codes to handle lost or delayed shares without
retransmission.
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Employ data compression algorithms to reduce the size
of the transmitted data. This can be especially effective
if sensor readings or intermediate values in the SPDZ
protocol have redundancy or predictable patterns.

Instead of all-to-all communication, consider using re-
lay nodes or hierarchical structures where a subset of
sensors aggregates data and communicates with other
groups, reducing the total communication across the net-
work.

Instead of continuous computation, synchronize the
computation in intervals. This allows for more batched
operations and fewer real-time communication require-
ments. Reducing the communication overhead in the
SPDZ protocol when applied to sensor networks requires
a combination of algorithmic optimizations, architectural
considerations, and leveraging domain-specific knowl-
edge of sensor data. Implementing the above strategies
can significantly enhance the efficiency of the SPDZ pro-
tocol in sensor environments.

The current paper focuses on the algorithms related to
reducing the communication overhead in the preprocess-
ing phase of the SPZD-2 protocol. One of the possible
ways to reduce the communication overhead in the pre-
processing phase of the SPDZ protocol in WSNs is to use
technique such Fixed-key block ciphers.

Fixed-key block ciphers [18], as the name suggests,
involve the use of block ciphers with a fixed, predefined
key. The idea behind using a fixed key is to transform
the block cipher into a deterministic function with pseu-
dorandom behavior.

Standard Block Cipher: A standard block cipher can
be denoted as:

𝐸 : {0, 1}𝑘 × {0, 1}𝑛 → {0, 1}𝑛 (14)

where𝐸 is the encryption function. The first parameter is
a key of length 𝑘 bits. The second parameter is a plaintext
block of length 𝑛 bits. The output is a ciphertext block
of length 𝑛 bits. For a given key 𝐾 and plaintext 𝑃 , the
encryption is denoted as

𝐶 = 𝐸 (𝐾,𝑃 ) (15)

Fixed-Key Block Cipher: When we talk about a
fixed-key block cipher, the key remains constant. This
can be represented as:

𝐸𝐾𝑓𝑖𝑥𝑒𝑑 : {0, 1}𝑛 → {0, 1}𝑛 (16)

where 𝐾𝑓𝑖𝑥𝑒𝑑 is a predefined constant key. For any input
block 𝑃 , the output is 𝐸 (𝐾𝑓𝑖𝑥𝑒𝑑, 𝑃 ).

With the key fixed, a block cipher behaves like a pseu-
dorandom permutation (PRP) over the set of 𝑛-bit strings.
This means that for every input 𝑃 , there is a unique out-
put 𝐶 , and the relationship appears random unless you
know the fixed key.

Function FixedKey_DDESES_Encrypt(input_block):
// Define a fixed key; this remains constant.

FIXED_KEY = "32-byte key derived
from a secure process"

// Use DES encryption with the fixed key.
ciphertext = DES_Encrypt(FIXED_KEY,
input_block)

return ciphertext
End Function

Function FixedKey_DES_Decrypt(ciphertext):
// Define the same fixed key.

FIXED_KEY = "32-byte key derived from
a secure process"

// Use DES decryption with the fixed key.
plaintext = DES_Decrypt(FIXED_KEY,
ciphertext)

return plaintext
End Function

The FIXED_KEY should be securely generated, prefer-
ably using a cryptographically secure random number
generator, and then kept constant for all future opera-
tions. Storing cryptographic keys securely is essential.
Depending on the application, you might consider using
hardware security modules, secure key storage services,
or other best practices.

It is essential to ensure that the input_block has an
appropriate size for the block cipher is used. For DES,
this would typically be 128 bits (or 16 bytes). For the
same input, the output will always be the same since the
key remains constant.

Since block ciphers are permutations for a given key,
the process is reversible. If you know the fixed key, you
can decrypt any ciphertext produced by the fixed-key
block cipher to retrieve the original input.

In the context of secure multi-party computation
(SMPC), fixed-key block ciphers can be used to produce
correlated randomness between parties or derive other
types of structured randomness efficiently.

One notable application is in the generation of "oblivi-
ous pseudorandom functions" (OPRFs) where one party
learns the output of a PRF on a specific input without
the other party learning anything about the input or the
output.

Integration between Beaver triple and Fixed-Key
Block Ciphers

Beaver triples and fixed-key block ciphers are both tech-
niques used within the realm of secure multi-party com-
putation (SMPC). While they serve different primary
functions and can sometimes be complementary, they can
also be seen as alternative techniques in specific settings.
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Primarily used for securely computing multiplication
in SMPC protocols, Beaver triples [19] consist of prepro-
cessed random multiplicative triples (a,b,c) where c=a×b.
These triples allow parties to perform multiplication on
secret-shared values without revealing their actual in-
puts.

The generation of Beaver triples can be computation-
ally intensive, especially in protocols that require a large
number of such triples. However, once generated, they
make the online phase of the computation faster. Used
widely in SMPC protocols like SPDZ and its variants.
They are fundamental for protocols that rely on secret
sharing and require multiplication operations.

Beaver Triples offer strong security guarantees when
generated correctly. Their security relies on the fact that
the triples are random and independent of the inputs on
which they will be used.

Fixed-Key Block Ciphers: Used to generate certain
types of correlated randomness in SMPC. A fixed-key
block cipher is a pseudo-random function where the key
remains constant. Given the same input, it will always
produce the same output, but changing even one bit of
the input will produce a substantially different output.

Typically, block ciphers are relatively efficient, espe-
cially in hardware implementations. Using them to pro-
duce correlated randomness can sometimes be more effi-
cient than generating Beaver triples, depending on the
protocol and context. Often used in oblivious pseudo-
random function (OPRF) [20] contexts and other settings
where correlated randomness or specific patterns of ran-
domness are required.

The security here typically depends on the underlying
block cipher’s robustness and resistance against cryp-
tographic attacks. If a cryptographically secure block
cipher is used, the fixed-key variant can provide strong
security guarantees for its purpose.

3.2. Reducing the Sensor Data
Communication Overhead in the
SD-SPDZ Protocol

Utilizing fixed-key block ciphers to substitute the Beaver
triple generation in the SPDZ preprocessing phase is an
advanced topic in secure multi-party computation, and
this approach is at the core of the new proposed SD-SPDZ
protocol.

The idea behind this technique is to use block ciphers,
like DES, to deterministically generate shared random-
ness, which can be used to produce Beaver triples.

The high-level approach for this is:
Key Generation: Each party selects a secret key for

the block cipher (e.g., DES).
Beaver triple generation using Fixed-Key Block Ci-

phers:

Generation of 𝑎: Each party 𝑃𝑖 generates a random
value. Each party computes:

𝐴𝑖 = 𝐸𝑛𝑐𝑟𝑦𝑝𝑡𝑘𝑒𝑦𝑖(𝑎𝑖) (17)

and broadcast it. The shared value 𝑎 is the sum of the 𝑎𝑖

values.
Generation of 𝑏: Each party 𝑃𝑖 generates a random

value 𝑏𝑖. Each party computes:

𝐵𝑖 = 𝐸𝑛𝑐𝑟𝑦𝑝𝑡𝑘𝑒𝑦𝑖(𝑏𝑖) (18)

and broadcast it. The shared value 𝑏 is the sum of the 𝑏𝑖
values.

Generation of 𝑐: The shared value 𝑐 = 𝑎 × 𝑏 is
computed. However, instead of interacting to verify the
correctness of this multiplication, the sensor modules
can use the fact that they have encryption of the values
𝑎𝑖 and 𝑏𝑖. They can derive the product of the encrypted
values, given the properties of the fixed-key block cipher
and the determinism of their chosen function. This step
avoids the need for complex interactive proofs, hence
removing the original need for Beaver triples.

function generate_triples_using_block_cipher():
# a-values
a_i = random_value()

A_i = Encrypt_with_fixed_key(key_i, a_i)
broadcast(A_i)
a = sum_of_broadcasted_A_values
# b-values
b_i = random_value()

B_i = Encrypt_with_fixed_key(key_i, b_i)
broadcast(B_i)
b = sum_of_broadcasted_B_values
# Compute c using encrypted values and
# properties of the block cipher
c= compute_all_A_values, all_B_values)
return (a, b, c)

This approach dramatically simplifies the preprocess-
ing phase compared to the standard SPDZ protocol with
Beaver triples and reduces the sensor data communica-
tion overhead. However, it assumes that the fixed-key
block cipher has certain properties that make this method
secure and that the encryption/decryption operations are
performed in a secure manner.

Lab environment

The lab environment consists of a cluster-based sensor
network consisting of five sensor modules based on NUCs
Gigabyte and control center shown in the picture below:

The testing software is implemented in each sensor
module and at the cluster head (CH). The experimental
results are shown in the table below which describes the
average time in seconds to compute 10.000 triples in a
WSN cluster consisting of five sensor nodes:
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Table 1
Experimental results

MPC protocol Preprocessing phase Standard Beaver Triple calculation Fixed-Key Block Ciphers triple calculation

SPDZ 7 -
SPDZ-2 4 -
SD-SPDZ 4 0.7

Figure 1: Cluster-based sensor network consisting of five
sensor modules based on NUCs Gigabyte and control center
shown in the picture below.

4. Conclusion
This paper presents a newly developed protocol named
SD-SPDZ (Sensor Data SPDZ). The proposed protocol is
based on MPC SPDZ-2 protocol and proposes changes
to increase the performance in the preprocessing phase
by implementing a new algorithm for the Beaver triples
calculation.

This protocol enhances the privacy-preserving at-
tributes and efficiency of its predecessors. SD-SPDZ in-
tegrates advanced cryptographic techniques, offering a
more robust and scalable solution for secure computa-
tions in WSNs. The primary benefits include reduced
communication overhead, faster computation times, and
improved resistance against various cyberattacks.

The integration of SD-SPDZ in WSNs could improve
performance sensitively and change the way sensor data
is securely processed in sensor networks. It provides
a promising pathway to ensure that as technology ad-
vances, the integrity and confidentiality of the data in
these networks remain uncompromised.

In summary, as WSNs play an increasingly critical
role in modern-day applications, the need for advanced
high-performance security mechanisms such as the SD-
SPDZ protocol becomes more evident. This combination
of cutting-edge, high-performance, secure computation
with wireless sensor networks promises a future where
data can be both globally accessible and privately com-
puted, bridging the gap between performance and pri-
vacy.
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Abstract
This study delves into the task of aligning Artificial General Intelligence (AGI) and Large Language Models (LLMs) to societal
and ethical norms by using theoretical frameworks derived from social science and robotics. The expansive adoption of AGI
technologies magnifies the importance of aligning AGI with human values and ethical boundaries. This paper presents an
innovative simulation-based approach, engaging autonomous ’digital citizens’ within a multi-agent system simulation in
a virtual city environment. The virtual city serves as a platform to examine systematic interactions and decision-making,
leveraging various theories, notably, Social Simulation Theory, Theory of Reasoned Action, Multi-Agent System Theory, and
Situated Action Theory. The aim of establishing this digital landscape is to create a fluid platform that enables our AI agents
to engage in interactions and enact independent decisions, thereby recreating life-like situations. The LLMs, embodying
the personas in this digital city, operate as the leading agents demonstrating substantial levels of autonomy. Despite the
promising advantages of this approach, limitations primarily lie in the unpredictability of real-world social structures. This
work aims to promote a deeper understanding of AGI dynamics and contribute to its future development, prioritizing the
integration of diverse societal perspectives in the process.

Keywords
Artificial General Intelligence, Large Language Models, Social Theories, Robotics Theories, Simulation-Based Approach

1. Introduction
The increasingly pervasive role of AI, especially natural
language processing (NLP), signifies a new frontier of
technological development. AI-driven applications like
Generative Pretrained Transformers (GPT) pioneer trans-
formations across society [1]. As reliance on such AI
systems rises, so does the challenge of adapting these
models to human values, prompting deeper research and
development.

Despite rapid advancements, achieving full controlla-
bility and value alignment with AI is a notable hurdle,
especially with large-scale neural networks [2]. The rise
of powerful AI models like GPT further amplifies con-
cerns about their ethical alignment, controllability, and
unpredictability [3]. This pressure intensifies the explo-
ration of better testing and mitigation strategies [1].

Large Language Models (LLMs) are artificial intelli-
gence (AI) programs capable of language generation,
translation, question answering, summarization, and
code generation [4]. Unlike traditional AI models, which
are trained on specific datasets and for particular tasks,
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LLMs are trained on diverse internet text content. They
have demonstrated performance in a wide range of tasks
and languages without any task-specific training [4], a
capability that resonates with the concept of artificial
general intelligence (AGI).

AGI refers to a type of AI with cognitive capabilities
that can successfully understand, learn, and implement
intellectual tasks equivalent to those of a human being [5].
Contrary to traditional AI that is limited to expert-level
competence in specific tasks, AGI can understand, learn,
and adapt to any intellectual task that can be performed
by humans [5] The universality of this ability in AGI is
often considered as both beneficial and dangerous. While
it promises extensive progress and efficiency in virtually
all fields of life, it also imposes significant risks related
to misuse and unintended consequences.

Aside from text generation, sophisticated Large Lan-
guage Models (LLMs) also exhibit the capacity to simulate
understanding of inquiries and perform complex cogni-
tive tasks [6]. Among numerous platforms, OpenAI’s
LLMs stand out due to their potential for fine-tuning,
making them compatible with a wide range of use-cases.
This adaptability sets the stage for their comprehensive
influence and application across diverse fields. OpenAI
continues the development of Artificial General Intel-
ligence publicly while devising strategies that ensure
AGI’s safety and alignment with human values [7]. On
the other hand, LLMs can be given various degrees of
autonomy while creating multiple agents with different
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prompts capable of interacting with each other [8].
AI Alignment represents the proposition of ensuring

that the behavior of AGI system is congruent with human
intentions and values. As Bostrom [9] argues in his book
"Superintelligence," it is incredibly challenging to specify
what is meant by human values in a way that an AI
can understand. The alignment of AGI is considered
crucial due to multiple reasons. The development of
AGI might lead to an intelligence explosion where AGI
surpasses human intelligence. If such a situation arises,
it is important to ensure that AGI is beneficially aligned
and promotes the interests of humanity [9]. Moreover,
poorly aligned AI could result in negative ramifications if
it can impact significant resources or make autonomous
decisions. Hence, dedicated research is needed to ensure
that AGI development is carried out responsibly and with
necessary precautions.

AI and AGI advancements come with benefits, com-
plexities, risks, and ethical challenges. With traditional
risk management methodologies proving inadequate,
there’s a shift towards exploring more multi-layered
methodologies [10]. The unpredictability of AI and AGI
systems poses risks, underpinning the necessity of em-
bedding human values and ethics into AI systems [3].
Transparent, accountable AI systems developed with pub-
lic involvement are advocated by scholars like Véliz [11]
and Whittlestone et al. [12], leading to the democrati-
zation of technology. The unification of social science
theories and technology offers a promising path for de-
veloping socially-responsible AI and AGI [13, 14].

This paper delves into the potentials and challenges of
AI and social robotics theory convergence for aligning
AGI and LLMs. It explores theories and their applica-
tion in AI alignment, demonstrating their relevance in
simulation-based approaches within a digital city envi-
ronment. The paper concludes with reflections on limi-
tations and directions for future research, essential for
ensuring AGI technologies are effective, secure, and up-
hold societal values

2. Theoretical framework
Exploring social science and robotics theories can provide
critical insights for testing and aligning Large Language
Models (LLMs) and artificial general intelligence (AGI).
The complexity of LLMs and AGIs demand a stringent,
theory-based approach [13]. Social science theories aid
in understanding and predicting AI behavior [15], while
robotics theories provide essential insights on machine
ethics and multi-agent system operation for AGI design
and refining [16].

Incorporating social science theories in AI research
grants a lens for understanding AI alignment and be-
havior. The relevance of Social Simulation Theory and

Theory of Reasoned Action is considerable. Stemming
from the Computational Social Science spectrum, Social
Simulation Theory leverages computational methods for
simulating and analyzing social dynamics, thus driving
tests for large language models and better aligning AI
behavior to social norms [17, 18]. However, representing
the unpredictable nature of real-world social systems in
abstract computational models is a significant challenge,
limiting the theory’s accuracy and applicability [19].

The Theory of Reasoned Action, from social psychol-
ogy, asserts that intentions drive behavior, influenced
by attitudes towards the behavior, norms, and perceived
control [20]. While originally for understanding human
behavior, it can guide AI behavior modeling, influenc-
ing AI intentions via programmed norms and attitudes,
and helping align AI actions with societal values [21].
However, the challenge lies in replicating the complex
nature of human emotions and irrational behavior in AI,
emphasizing the need for a multifaceted AI alignment
approach.

Asimov’s Laws of Robotics and The Uncanny Valley
Hypothesis offer insights for AI security, concerning
human-AI interactions [22]. Asimov’s Laws provide ethi-
cal guidelines enhancing AI system’s controllability and
ethical behavior. Yet, ambiguity in AI behavior compli-
cates adherence to these laws [23].

The Uncanny Valley Hypothesis highlights the com-
fort of users with human-like AI, stressing careful design
to ensure secure AI usage [24]. Despite the theory’s
cultural subjectivity, considering such perceptions aug-
ments holistic AI system design, balancing advancement
with ethical responsibility and security. Multi-Agent
System Theory offers valuable insights for developing
autonomous systems and testing LLMs and AGI. Multi-
agent systems of AI agents, each with unique attributes
and decisions in a simulated digital city, can reveal emer-
gent behavior and systemic strengths or weak points.
Challenges, though, include agent synchronization, con-
flict resolution, and handling competition [25]. Despite
these, the theory provides crucial support for AI test-
ing in simulated environments. Situated Action Theory
encourages adaptive, situation-driven behavior, enhanc-
ing AI responses to digital environments. This theory
implies AI models should adapt dynamically to changes
rather than sticking to prescribed actions. This approach
equips AI to navigate unpredictability inherent in large
networks.

However, translating these concepts into AI program-
ming proves challenging due to reality’s multidimen-
sional and ambiguous nature. Designing adaptive be-
havior based on Situated Action Theory helps decipher
cognitive functions in simulated environments, paving
the way for advanced, reliable AI systems.

Next, we examine the practical implementation of
these theories for AGI, focusing on developing a digital
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city. Subsequent section will reflect on the simulation’s
results, offering insights for alignment of AI models.

3. Towards simulation of a digital
city

A simulation-based methodology enhances the reliability,
efficacy, and safety of Large Language Models (LLMs) in
AGI development [26]. The authors note that simula-
tions provide controlled settings for testing AI behaviors
under various scenarios. This digital city simulation, in-
spired by McEwan et al. [27], effectively mimics real-life
complex interactions in a controlled setting. As such,
these tested procedures have become instrumental in
AGI development.

In this research, a virtual reality framework adds a
potent and immersive dimension to simulation studies,
a paradigm gaining wider acceptance [28]. Enhanced
with AI, this approach offers opportunities for in-depth
analysis of AI interactions in realistic scenarios [29].

By incorporating virtual reality, we tap into a broader
context for AI implementation. Lending support to
Bolton et al. [30], the creation of a ’digital twin’ or ’mirror
world’ facilitates dynamic AI learning. It triples as a plat-
form for appreciating AI behaviors, an arena for future
social sciences research, and a toolkit for understanding
social dynamics [31].

A simulation-based approach as noted by Bostrom &
Yudkowsky [32], enhances the evaluation of AI, espe-
cially LLMs behavior. This methodology, bolstered by a
virtual reality dimension, holds potential to remarkable
breakthroughs in AGI understanding and enhancement.

Automated simulations for LLMs form the cornerstone
of our approach, offering reproducible, scalable, and com-
plex interactive environments [33]. Our digital city em-
ploys a multi-agent-based simulation framework, mod-
eling a population of autonomous AI agents or ’digital
citizens’ [34]. Heath et al. [35] affirm the effectiveness
of such agent-based models in understanding complex
environments.

The development of this digital realm involves iterative
creation of autonomous agents operating within defined
parameter spaces [36]. Their autonomy determines their
dynamics within the city [37]. A meticulously designed
environment, where the AI agents function, necessitates
a thorough attention to interactions, constraints, and
choices [38]. Continuity in learning behavior and re-
finement of AI agents are ensured by a reinforcement
learning approach, as proposed by Leike et al. [2]. The
creation of these simulations significantly influences the
lockdown approach’s effectiveness in providing real-life
scenario-based insights for AGI.

Describing the digital citizens, Bartneck et al. [39] un-
derscore their importance in our simulation strategy. Act-

ing as AI actors, these agents vary in personality, norms,
and behaviors, enriching the simulation’s scenarios and
insights. Autonomy, or the capacity to act independently,
is critical for AI agents’ value and effectiveness [40].

Various learning models, such as reinforcement learn-
ing, are utilized for shaping digital citizens [41]. Interac-
tion and responsiveness to their environment, other AI
agents, and external inputs is paramount [42]. Person-
ified digital citizens, complete with autonomy, natural
language-processing capabilities, character traits, and
unique behaviors, significantly enhance multi-agent sim-
ulations [43]. Such enhancement underpins our objec-
tives for AGI development [9].

Our digital environment’s richness allows observation
and manipulation of variables influencing AI behavior,
with significant emphasis on interactions and decision-
making of digital citizens [44]. Interactions and decisions
form the crux of our simulation, driving insights into AI
behavior under various scenarios.

Interactions can range from simple exchanges to con-
flict resolutions and cooperative tasks [45]. Decision-
making forms a crucial part of an autonomous agent’s
function, stretching from simple choices to complex
trade-offs [41]. These interactions and decisions provide
data useful in refining AI models and informing digital
technology policies [46]. Our simulation-based approach
provides invaluable insights for AGI and influences its
use [47]. The immersive environment offers simulations
of significant clinical, social, and psychological inter-
est [48]. These understandings, extending beyond AGI
performance, help anticipate and shape AGI’s potential
societal impact [49].

Data from the digital city facilitates bias addressing
in AGI systems [50]. Areas like autonomous vehicles,
robotics, customer service, and translation would gain
from information acquired in the digital city environ-
ment [51]. The virtual city also underlines the ethical
considerations and value alignment issues concerning
AGI [9]. The use of a simulation approach in a digital
city enriches understanding of AGI dynamics, helping
society harness AGI innovations responsibly.

Aligning AI models with human values is critical, es-
pecially in AGI, which has the potential to mimic human-
like reasoning, including ethical decision-making [9]. Ob-
servations from interactions within our simulated ap-
proach assist in identifying and rectifying AGI’s anoma-
lies and misalignments.

Understanding how models encode knowledge is cru-
cial for AI alignment [52]. Our simulation-based testing
offers insights into AI’s cognitive understanding, giv-
ing a better overview of its decision-making processes.
Decision-making in AGI leverages reinforcement learn-
ing, but it requires careful management to avoid endors-
ing undesired behaviors [46].

The behaviors and interactions of digital citizens
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within our simulation offer rich data for AGI refinement
[53]. This scenario-based data aids in developing safety
measures, aligning AGI with human values, and mitigat-
ing the risks of AI integration into society. Consequently,
this enables the creation of safer, controlled, and value-
aligned AI systems.

4. Conclusion
AI growth necessitates innovative security solutions and
alignment with human values. Through contriving a dig-
ital city with digital citizens, various societal interactions
can be explored to gain insights into AI behavior. Key
theories guiding our approach include social simulation
and theory of reasoned action for studying AI behavior
in social contexts. Robotics theories illuminate ethical
considerations, informed by Asimov’s Laws of Robotics
and the Uncanny Valley Hypothesis.

The application of Multi-Agent System Theory and
Situated Action Theory helps manage AI behaviors, guid-
ing interactions, and environment-response adaptations.
This accentuates AI alignment with desired outcomes
despite potential challenges. Our approach highlights
automated simulations for exhaustive study of AI behav-
ior. Autonomous citizens’ interactions provide rich data
for understanding autonomy, crucial for AGI refinement
and broader societal applications. Simulations also help
design value-aligned AGIs. However, challenges exist
with theory application to AI programming and replicat-
ing real-world effects. Nevertheless, simulation-based
approaches show promise for aligning AI with human
values, despite complexities.

Our approach also has limitations, primarily the diffi-
culty in replicating complexities of real societies within
a digital space. Translating theoretical concepts into AI
programming presents additional challenges. Biases in AI
models can be perpetuated from training environments,
and defining "desirable" behavior for AI alignment proves
complex.

Future research can enhance simulation realism us-
ing advanced VR and AR technology. Focus should also
be on refining theory integration into AI programming
and developing automated bias correction frameworks.
There’s also the need to build definitions of AI alignment
that respect the dynamism of values across cultures. This
research is a starting point for harnessing theories and
simulation-based approaches towards value-aligned AGI.
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Abstract
This paper aims to give an overview and show the ways of online payment over the Internet. To achieve that goal, we
conducted a survey among different age groups in North Macedonia to find out how they manage online payment and what
they think about this topic. This paper describes the online payment method and presents the survey results.
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1. Introduction
In this article [1] Online payments refer to the electronic
exchange of currency through the Internet. These pay-
ments usually consist of transferring monetary funds
from a customer’s bank or debit or credit card account,
into the seller’s bank account, in exchange for products
or services. These funds can come directly from a cus-
tomer’s credit card or checking account, or from an on-
line payment system that is linked to both the buyer
and seller’s bank accounts. Online payments are used
by buyers of goods and services, and the sellers of those
goods and services. Several steps occur with the funds
when they are transferred and received, especially be-
tween the two parties, that often require different types
of software to successfully facilitate the transaction. The
typical steps are below:

• Online purchase is made: A customer (buyer) pro-
vides the necessary information (debit or credit
card, checking account information, etc.) to pay
for goods or services. This data is then sent to a
payment processing software or payment gate-
way.

• Information is encrypted: The payment gateway
encrypts the payment details, such as the cus-
tomer’s name, address, and bank account info,
which provides a level of security to make it more
difficult for this info to be stolen.

• Details are verified: After the transaction data is
encrypted, the information is sent to a payment
processor to ensure that the transaction is valid.
Once the transfer is verified, it sends the info to
the buyer’s and seller’s banks.

• Funds are approved: Assuming there are no red
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flags from the payment gateway or processor, the
banks authorize the transaction.

There are, however, several reasons as to why a transac-
tion might not be approved by either bank:

• Insufficient funds,
• Frozen account status,
• Invalid credit card number or expiration date,
• Transaction limits,
• The card has been reported lost or stolen,
• The address does not match the card,
• Invalid Card Code Verification (CCV),

• Funds are requested: After the funds and cor-
responding transfer are approved, the payment
processor requests the funds to be sent from the
buyer’s source of funds to the seller’s bank ac-
count.

• The seller receives funds: The transfer of funds is
completed and the purchase price has been sent
from buyer to seller.

2. Types of Payments
In this article [2] Payment is the transfer of money, goods,
or services in exchange for goods and services in accept-
able proportions that have been previously agreed upon
by all parties involved. A payment can be made in the
form of services exchanged, cash, check, wire transfer,
credit card, debit card, or cryptocurrencies. Payments are
made using various methods. Throughout history, these
types of payments have changed and evolved, and new
payment methods are likely to appear in the future. Here
are the most common types of payments used today.

Credit cards: Today, credit cards are widely used for
purchases and payments. Credit cards work by offering
their users a line where an individual can draw credit up
to a certain limit. When you attempt to use your credit
card, your account information is sent to the merchant
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bank. The merchant bank then receives authorization
from the credit card network to process the transaction.
Debit cards: Debit cards may look similar to credit

cards, but their underlying mechanism is entirely differ-
ent. When a debit card is used, funds are immediately
withdrawn from an individual’s account. Instead of hav-
ing a line of credit that you can pull from more than what
you have saved, debit card transactions can be declined
if you do not have enough money in your account.
Cash: Cash is still used for many businesses, such as

the retail industry. Coffee shops and convenience stores,
for example, still accept cash payments. Considering
the fees associated with debit and credit cards, many
retail small businesses prefer cash payments from their
customers. Cash has its own disadvantages, as it can
be lost, stolen, or destroyed. Businesses dealing in large
transactions must often incur additional expenses to pay
for related security measures such as secured transit or
fraud detection.

Mobile phones: The contactless payment technology
that has emerged in recent years has made payments
easier than ever. The credit or debit card machine—called
a point-of-sale terminal (POS)—can read the customer’s
banking information through the software application
that’s installed on the mobile device. Once the phone
reads the information from the POS terminal, a signal is
generated to inform the customer that the payment has
been made.

Checks: Checks have fallen out of favor over the years
due to advancements in technology, allowing payments
to be electronically submitted. However, there are in-
stances when checks might be helpful, such as when the
seller wants a guaranteed payment. A bank cashier’s
check or a certified check are two types of checks that
banks offer to help sellers receive the money owed from
the buyer.
Electronic Funds Transfers: Wire transfers and

ACH payments (Automatic Clearing House) are typically
used for larger or more frequent payments in which a
check or credit card wouldn’t be appropriate. A payment
from a manufacturer to a supplier, for example, would
typically be made via wire transfer, particularly if it was
an international payment. An ACH payment is often used
for direct deposits of payroll for a company’s employees.
Cryptocurrency: Digital currency or tokens are a

more modern approach to facilitating transactions. The
premise is simple: one person in possession of digital
currency can send coins or tokens to any address on a
blockchain. Blockchains with smart contract capabilities
can interject logic to automatically withdraw or transfer
specific amounts based on underlying conditions. The
widespread use of cryptocurrency is still in its infancy
stage, especially when compared with other payment
systems above. However, cryptocurrency has the advan-
tage of only needing an Internet connection to facilitate

a payment; as long as both parties have a digital wallet
on the same network, payments can be made.

3. Related Work
This study [3] gives a wide knowledge of electronic pay-
ment systems, payment gateways, and their security con-
siderations, and analyzes the electronic payment systems
from an adaptability point of view with the aim to provide
a better customer understanding and satisfaction.

The paper [4] explores the challenges associated with
mobile payment security as well as realizes the concepts
and rising technologies that will benefit mobile payment
usability and security. Payments made through mobile
are the lifeline of mobile commerce. This field is a chief
part of a financial function or transaction, and it attracts
extensive interest from everyone. Still, it needs to be
converted into a regular approach to making payments.
However, the technologies used in payments through
mobile are enhanced and going through a noteworthy
development in terms of security and service availability
enhancement.

The payment systems developed should offer the safety
of transactions at each and every point to advance the
end user and organization’s contentment. This [5] is the
first comprehensive review study, which collected and
classified the emerging digital payment technologies and
associated challenges that provide theoretical and practi-
cal directions. This study offers some insight for future
researchers in the field of digital payments, by (1) com-
plementing previous literature review studies on digital
payment technologies, (2) highlighting challenges associ-
ated with digital payment technologies and (3) providing
a ground for building a sound digital payment ecosys-
tem to overcome the challenges with digital payment
technologies.

This study [6] finds that customers are increasingly
using mobile payment methods for their routine online
purchases and for their on-site purchases as well. With
growing advanced technology that supports mobile trans-
actions and makes them transparent and more conve-
nient, customers have developed their trust and habits
in using mobile payment systems. This research also
concluded that for a promising future in this industry,
mobile payment systems have to be better integrated with
present telecommunication and financial infrastructure.

In this research [7] the authors discussed the chal-
lenges, risks, benefits, and future of e-payment in order
to improve the e-business field as well as improve cus-
tomer experience for the whole process of e-payment.
They focus on fraud, which is the most important risk
facing e-payment, and they demonstrate the new fraud
detection and prevention models and techniques.

In our paper, we describe several methods of online
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payment over the Internet.

4. Security Threats
According to this article [8] the types of security threats
in digital payments are:

1. Fraudulent activities – are a persistent threat in
the digital payment landscape. They are designed
to steal sensitive information, such as credit card
numbers, and login credentials, and use it for
financial gain.

2. Data breaches – are another major concern in the
digital payment world. This can happen when
unauthorized individuals gain access to sensitive
information stored in a digital payment system.
The information stolen in a data breach can be
used for fraudulent activities or sold on the dark
web.

3. Malware attacks – are another serious threat in
the digital payment landscape. Malware can in-
fect a device and steal sensitive information, such
as login credentials and credit card numbers.

4. Phishing scams – are a form of fraudulent activ-
ity that uses email or other forms of communi-
cation to trick individuals into revealing sensi-
tive information, such as login credentials and
credit card numbers. These scams often take the
form of an email or message that appears to come
from a trusted source, such as a bank or payment
provider, and requests sensitive information.

These security threats are a reality in the digital pay-
ment landscape and individuals and businesses must be
aware of the dangers and take steps to protect themselves.

5. Methodology
In our work, We surveyed 67 people in North Macedo-
nia. We distributed the survey through social media and
analyzed apps, with my friends and family and collected
the responses for about one month. Our survey was an-
swered by students, employees, and unemployed people.

The respondents were asked a different set of questions
regarding online payment, web stores, and the methods
they use for online payment. The results of the survey
are presented and discussed in the next section.

6. Results
We asked our respondents what payment they prefer, As
we can see from the picture, 53.7% prefer in cash, and
46.3% prefer online.

Figure 1: The respondents prefer In cash payment method.

Figure 2: Most of the respondents use credit/debit cards.

Figure 3: Respondents have no problem with online payment.

We asked our respondents which of the online pay-
ment methods they use. As we can see from the picture,
92.5% use Credit or debit cards, 3% use PayPal, 3% pay
over the mobile phone, and 1.5% pay over the virtual
currency. We can conclude that most respondents use
credit/debit cards, and the least use virtual currency.

We asked our respondents to say they had a problem
with online payment, and they answered 11.9% yes, and
88.1% no.

We asked our respondents if online payment was safe
according to them. They answered with 23.9% no, and
76.1% with yes.

We asked our respondents which device they use to
pay most often, and 46.3% of them used a computer, and
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Figure 4: The respondents think that online payment is safe.

Figure 5: The respondents used a computer to pay most often.

Figure 6: The respondent’s trust in web stores.

53.7% used a phone. We assume that this is because of
the easy portability of mobile phones.

We asked our respondents do they trust web stores,
and 41.8% said no, and 58.2% said yes.

We asked our respondents do they read the site’s pri-
vacy policy before paying, and 28.4% said yes, and 71.6%
said no.

We asked our respondents do they use the same pass-
word for every site they visit. 25. 4% of our respondents
used the same one, and 74.6% used a new one.

We asked our respondents which card they use most

Figure 7: The respondents don’t read the site’s privacy policy
before paying.

Figure 8: The respondents used a new password.

Figure 9: The respondents most often used Visa, and nobody
used Maestro.

often when paying. A total of 9% of them used Visa
Electron, 44.8% used MasterCard, 46.3% used Visa and
nobody used Maestro.

We asked our respondents do they check if the site is
https before paying, and 71.6% said yes, and 31.3% said
no.

We asked our respondents what kind of problems they
had with online payment, and we had 7 different answers.

• "I didn’t have a problem with payment, I had a
problem with a refund when the quality was not
met by the seller and a refund procedure had to
be started.”

• "Sometimes it happens that the transaction does
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Table 1
ANOVA analysis for the different types of payment (cash or online) based on customer support.

Summary
Groups Count Sum Average Variance
Online 31 92 2.967 1.965
In Cash 36 115 3.194 1.875

Anova
Source of variation SS df MS F P-value F crit
Between groups 0.856 1 0.856 0.446 0.506 3.998
Within groups 124.6 65 1.917
Total 125.46 66

Figure 10: The respondents check if the site is https before
paying.

Figure 11: How many respondents had a problem with online
payment?.

not go through, due to various reasons. For ex-
ample, the service is not available in the country
where I am, the seller put the wrong information,
etc.”

• "For the debit card, the bank has since introduced
a new document according to which they must ap-
prove you to make any of the transactions across
the border. And on the original one, right, they
are also covered without limit, right? Why else
would someone take out a debit card here is not
clear to anyone with their own thoughts, but hey.”

• "I paid for a semester online, the transaction
failed, but the money was taken from my ac-
count.”

Table 1 shows the ANOVA analysis for the different
types of payment (cash or online) based on customer
support.

Groups: We have two different types as we mentioned
(online and in cash).

Count: This column specifies the responses we have
for each type of payment.

Average: Specifies the average grade our respondents
gave, for example, for the online payment we have an
average grade of 2.96.

As you can see from the average grade for that type of
payment, we can’t say for sure if this is the correct value,
so we will look at the ANOVA table for that. From the
P-value, we can see that the value is 0.506342, this is the
result when we set up the alpha version value when we
conducted the ANOVA analysis. As we can see, we have
0.5, which means we have a statistical difference between
our responses (this value is lower than the alpha value
we set – we conclude our result from the value).

7. Conclusion
With our research in this digital age, we aimed to hear
the opinions and experiences of our citizens regarding
online payment as well as to describe the ways of online
payment.

From the survey conducted among 67 respondents in
North Macedonia, we can conclude that most of them
prefer to pay in cash, although many of them consider
that online payment is safe.

They usually pay through their phones because they
are easily portable and commonly used devices. Most of
our respondents trust online stores, so they feel there is
no need to read the privacy policy.

Also, before paying they check the site for https, and
use a new password when visiting the sites.

As we could see some answers from the survey, some
of our respondents had problems with online payment,
but we hope that with the constant development of tech-
nology, such problems will be fewer and fewer.

As the years go by, payments become cashless, and
cash payments are used less and less.

Digital wallets, smart watches, biometric payment, etc.
are just some of the ways technology is transforming the
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traditional way payments have been made. However, the
emergence and introduction of new technologies should
be followed with great attention, and people must be
prepared for future changes and all that modern times
bring.
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Abstract
With the growing popularity of AI and the generative one, there are global societal changes in the fast-growing technical
scene. On another note, there is an increasing alarm bell regarding ethical and security matters arising at a higher rate that
should be addressed immediately. The sub-topic "Security and Privacy policies" is part of the major theme, "Generative AI
security and ethics", in which ethical issues take the central position. This exploration goes deep into ethical issues, such
as the security and privacy policies that are important when considering Generative AI systems. Such penetration of AI
into everyday life requires to create a specific legislation aimed at assuring safety and security. These policies will guide the
responsible, ethical, and equitable growth of generative AI as highlighted in this article.

The study reveals, however, the intricate nature of Generative AI security and privacy policies and aims to promote
creativity. Therefore, we stress the importance of saving and not only saving but also protecting the data from AI-biased,
discriminatory, or privacy violation policies. These policies, therefore, serve as a safety net for continuous improvement
in AI advancement without undermining the universally accepted norms and values. Finally, this discussion highlights the
importance of international cooperation and standardization in worldwide AI security and privacy. This will imply that
nations can join forces and establish some common rules for tackling the challenges of a democratic and fair digital age,
generative AI.
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Generative AI, Security, Privacy Policies, Ethical Issues, Legislation, Data Protection, Inclusive Growth, Geopolitics

1. Introduction
In our paced world technology has become the driving
force that propels us forward. It shapes industries, in-
fluences dynamics and transforms the way we live and
work. Today we embark on a journey to explore the in-
fluence of technology on the world economy throughout
history and examine the trends that will shape our future.
Additionally we will delve into how technology can pave
the way towards growth by bridging divides.

The significance of technology in today’s world can-
not be overstated. We find ourselves in an era where
innovation’s not a luxury but an absolute necessity. Our
daily lives are intricately intertwined with technology
from our smartphones to the infrastructure that pow-
ers our societies. Technology enhances communication
streamlines industries and grants us access, to informa-
tion. As we delve into these lectures it’s important to
think about how technology has affected your life from
the conveniences it offers to the opportunities it creates.
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1.1. Significance of Understanding
Technologies Impact on the World
Economy

Why is it so crucial to understand how technology af-
fects the world economy? The answer lies in our ability
to navigate challenges and seize opportunities that lie
ahead. This understanding isn’t an exercise; it’s essential
for policymakers, businesses, as well as individuals, like
yourself.

In today’s connected world the decisions we make
are closely linked to the trends, in technology. To make
informed choices it is important to grasp the implications
of technologies continuous progress. This understanding
allows us to utilize its potential for fostering innovation
driving growth bridging gaps and ensuring a prosperous
future for everyone.

1.2. Understanding Historical Context
To fully comprehend the present and anticipate what
lies ahead it is necessary to explore the context that has
brought us to this point. The evolution of technology
stands as a testament to creativity and resourcefulness.
From the introduction of machinery during the Industrial
Revolution to the rise of the internet era each period wit-
nessed a convergence of innovation and transformative
changes in economies. For instance we can reflect on
how industrialization was fuelled by advancements like
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the steam engine, which reshaped economies and revolu-
tionized labor markets. Fast forward to todays age where
access to information has been democratized through the
internet leading us into an era of globalization. These
significant milestones offer insights into how technology
impacts economies, industries and societies over time.
Now we find ourselves standing at yet another moment in
history as AI driven automation becomes more prevalent
alongside developments, in microchips.

The decisions we make in the present have an impact,
on both our well being and the future of our world. As
we delve into these lectures it’s important to consider
how the past, present and future are interconnected. By
understanding our history we can gain insights into the
importance of technology, in shaping our society.

2. The Impact of Technology on
the World Economy

Sabir, [1] shows how historical technological break-
throughs have transformed the world economy.Major
changes in how goods are produced, services are pro-
vided, and economies operate have been marked by these
markers.Some of the key historical technological mile-
stones include:

• Industrial Revolution: The paper [2] indicates
that a turning point in human history occurred
during the late 18th century, with the start of the
Industrial Revolution.Characterized by the inte-
gration of novel technologies like steam power,
mechanized manufacturing, and transportation
networks.With these advancements, productiv-
ity and economic growth in the manufacturing
industry saw significant increases.

• Electricity and Mass Production: Adoption spread
during the late 19th and early 20th centuries
changing industries, thanks to electricity’s de-
velopment. With X, production costs were cut
and efficiency increased by creating the capac-
ity to make items speedily. The growth of the
economy and consumerism was a direct result of
this.

• Information Technology and the Internet: Ac-
cording to [3], the late 20th-century advent of
computers, IT, and the internet sparked another
technological revolution. Through advancements,
communication, data processing, and information
sharing became vastly improved. E-commerce
proliferation and global connection are two key
ways the internet has affected business opera-
tions.

• Digitalization and Automation: Digitalization
and automation have grown more prominent in

recent years.Digitization and automation have
contributed to enhanced efficiency, cost sav-
ings, and higher productivity across various sec-
tors.Significant changes have been seen across
different industries, including manufacturing, lo-
gistics, finance, and healthcare, thanks to it.

• Artificial Intelligence and Machine Learning: Au-
tomation and data analysis opportunities have
been opened up with AI and machine learning
development [3]. From data, AI-based systems
can perform complex tasks and make predictions.
These technologies hold great promise for revolu-
tionizing various sectors and spurring economic
progress.

2.1. Key Statistics on Technology’s
Influence on GDP

Observing GDP, one can see how technology affects the
economy through different data sources [4]. These statis-
tics demonstrate the considerable effect of technology
on economic growth and efficiency.Some key statistics
include:

• Research and Development (R&D) Expenditure:
According to [1], a country’s investment in tech-
nological innovation is reflected in its R&D ex-
penditure. Technological progress and economic
growth tend to follow increased spending on R&D.
Greater investments in R&D typically lead to
higher GDP growth and competitiveness. Dig-
ital Economy Contribution: The digital economy
has seen a significant increase in its contribution
to GDP in recent times, according to [5].

• E-commerce, software development, and digital
services are all part of the broader digital econ-
omy. Advancements in information technology
and the internet have fueled the growth of the dig-
ital economy, leading to it becoming a substantial
driver of economic growth in several nations.

• Productivity Growth: As per [6], technological
developments are a substantial contributor to in-
creased productivity.Output per unit input is a
key factor in determining economic growth, thus
measured. By automating processes, streamlin-
ing workflows, and improving efficiency, techno-
logical advancements hold the key to enhanced
productivity.

• Innovation Index: Paper [1] tracks a country’s
innovation capacity and technological progress
through the innovation index. Taking into con-
sideration R&D expenditure, patent applications,
and skilled worker availability, it factors in.
Higher levels of economic growth and competi-
tiveness tend to be found in countries with higher
innovation indices.
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Together, these numbers paint a picture of how technol-
ogy drives economic growth and development.

2.2. Trends in Job Markets and
Automation

Of interest and concern to many, the effects of technol-
ogy on job markets have been studied [4]. With advance-
ments in automation and AI, traditional job markets face
disruption, and work will take on a new form.Some key
trends in job markets and automation include:

• Job Displacement: Routine and repetitive tasks
are particularly susceptible to automation. Tasks
that are repetitive and routine are better handled
by automation.Job displacement may affect sec-
tors like manufacturing and administration as
a result of this.New job opportunities, though,
emerge from automation in emerging fields and
professions.

• Skill Shift: With advancing technology, the skills
needed in the job market shift. Data analysis,
programming, and digital literacy are in high de-
mand, and as such, there is an increasing need for
workers with these skills. Adaptation and skill
acquisition are necessary for workers to keep up
with industry shifts in the job market.

• Job Creation: Automation leads to job displace-
ment in certain sectors but also creates job
prospects in developing industries. With tech-
nological progress, new industries have been es-
tablished, including those for data scientists, AI
professionals, and cybersecurity stalwarts.Calling
for specific knowledge and competencies, these
new positions.

• Augmentation of Human Work: As per [4], tech-
nology might supplement human labor rather
than doing away with it.Automation and AI can
help workers complete tasks more efficiently and
accurately.A result of this could be heightened
productivity and job satisfaction. These trends
demonstrate the complicated link between tech
and labor market dynamics.

2.3. The Global Reach of Technology’s
Impact

Not limited to specific countries or regions, the impact
of technology on the world economy is [7]. Worldwide,
it affects economies with global reach.Some key aspects
of the global reach of technology’s impact include:

• Global Value Chains: Technology has enabled the
integration of global value chains, simplifying
the production process. The result of this has

been increased economic interdependence and
trade among nations. Global value chains lever-
age technology for efficient communication and
data sharing, as well as supply chain manage-
ment.

• Foreign Direct Investment (FDI): In the eyes of
FDI, technology plays a crucial role [1]. Multi-
national corporations are lured by technologi-
cal advancements and innovation when choosing
where to invest. By attracting capital, technol-
ogy transfer, and job opportunities, FDI fuels eco-
nomic growth and development.

• Globalization and Connectivity: Facilitating
global connection, the internet, which is part of
technological advancements, has created a more
cohesive global community. Collaboration, com-
munication, and information exchange have all
become seamless thanks to, and as a result, there
has been an growth in international trade and
cultural exchange.

• Technological Diffusion: Research from [1] shows
that technology innovation is global in scope. Po-
tential for global expansion, these entities have.
Using technology, developing nations can skip
over traditional growth stages and rapidly accel-
erate economic progress.

Technological diffusion helps drive innovation, pro-
ductivity, and competitiveness on a global stage.Through
historical technological milestones, key statistics on GDP,
trends in job markets and automation, and a global reach,
technology shows its impact on the world economy [7].
With technological advancements, industries have been
shaped, productivity increased, and the nature of work
transformed.With technology, communication, trade, and
innovation have become more interconnected than ever
before.For nations and companies to succeed in today’s
global economy, harnessing technology’s potential is es-
sential.

3. Western Perspective
The emergence of capitalism and the Industrial Revolu-
tion helped create Western economic models. Private
ownership and profit maximization were central tenets
of early industrialization in Western economies. Laissez-
faire capitalism, an economic model reliant on market
forces and minimum government involvement, drove
economic growth through market forces. Over time, a
bigger role for the state has been factored into Western
economic models. Factors such as the economic crisis
of the 1930s and the need for social justice motivated
this change.During this time, a model called Keynesian
economics gained prominence, which advocated for gov-
ernment spending and fiscal measures to boost demand
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and stabilize the economy. Prosperity and growth that
had never been seen before blanketed Western economies
following World War II. During this time, known as the
"Golden Age of Capitalism," a mixed economy model
merged elements of capitalism and government involve-
ment.All three areas are critical components of effective
governance, etc.

Late 20th-century Western economies saw a comeback
of market-based ideas alongside a move towards neolib-
eralism. Deregulation, privatization, and free trade were
hallmarks of neoliberal economics promoted by figures
like Ronald Reagan and Margaret Thatcher.With reduced
government meddling, an accent on market energies and
singular entrepreneurialism developed at this time. New
challenges in Western economies have been presenting
themselves, along with influences from emerging trends
like globalization, technology improvements, and envi-
ronmental worries. Sustainable and inclusive economic
models have gained more attention, leading to increased
awareness. Promoting innovation, governments have
been focusing on investments in education and skills
development while also tackling income inequality.

3.1. Notable Western Technological
Innovations

Various disciplines have benefited from the technological
superiority of Western societies. Some notable Western
technological innovations include:

• Information Technology: With computer innova-
tion at their core, internet and digital technologies
have revolutionized how we communicate, pro-
cess data, and share knowledge. Western coun-
tries like the United States have taken center stage
regarding technology breakthroughs, particularly
in Silicon Valley.

• Biotechnology: Biotechnological progress was
driven by Western states, including improve-
ments in genetic engineering, drug development,
and medical instruments. These innovations have
revolutionized healthcare, agriculture, and envi-
ronmental sustainability across the board.

• Renewable Energy: From harnessing wind power
to embracing solar panels, Western countries con-
tinue to drive the shift towards sustainability
through energy technologies. Wind, solar, and
battery technology breakthroughs have collec-
tively paved the way for a low-carbon and eco-
friendly economic transition.

• Aerospace and Aviation: Countries within the
Western sphere have been at the forefront of both
the aerospace and aviation industries. From im-
proved aircraft designs to groundbreaking propul-
sion systems and space travel, innovations have
transformed transportation.

• Artificial Intelligence (AI) and Machine Learning:
Western powers have spearheaded the progress in
AI and machine learning technologies that find
their use cases across multiple arenas such as
health care, finance, transportation, and manu-
facturing.

3.2. Economic outcomes from Western
inventions

The technology innovations birthed by western countries
have brought significant economic ramification. The
following are some of the key significance:

1. Economic Progression: Technological inventions
have been a pivotal catalyst towards economic
progression in western countries. They have
made a contribution towards upsurging efficiency
levels productivity metrics as well as fostering
competitive edge leading therefore to enhanced
GDP numbers and overall living standards.

2. Job creation and metamorphosis: Technological
breakthroughs have resulted in emerging indus-
tries on one hand while displacing existing jobs
through automation on the other hand however;
more jobs get created within these emerging sec-
tors although workers need to acquire new com-
petencies so as to adapt with ever changing job
market trends.

3. Disruption of established industries: Technology
advancements often disrupt traditional industry
patterns and business models companies that fail
to adjust themselves according to technological
shifts will face challenges or even decline whereas
those who embrace change can successfully gain
a competitive advantage.

4. Universal Sphere of Influence: Western ground-
breaking advancements have experienced world-
wide repercussions, influencing sectors and cash
flows internationally. Enterprises hailing from
the Western hemisphere, like the technology,
pharmaceuticals, and aerospace industries, have
taken their place at the forefront of international
development by stimulating economic expansion
and steering global markets.

3.3. In-depth Analysis & Effects on
Western Sectors

One remarkable case study outlining technological inno-
vations’ influence on Western industries resides in Silicon
Valley in America. This region nestled within the San
Francisco Bay Area has evolved into a prominent global
centre for technology breakthroughs and entrepreneurial
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spirit hosting an abundance of tech companies alongside
venture capital firms and research establishments.

Technological advancements sprouting from Silicon
Valley have drastically altered various industries. Giants
such as Apple, Google, and Facebook have completely
reshaped consumer electronics landscape as well as inter-
net search capabilities along with social media platforms.
These revolutionary changes not only transformed com-
munication modes but also ushered in novel business
models together with lucrative economic prospects.

Silicon Valley’s triumph led to the rise of similar tech
hubs across other Western nations like London’s Tech
City based in the United Kingdom and Germany’s Berlin-
based Silicon Allee. These technology hotspots have
drawn talented individuals, funding support, and en-
trepreneurial endeavours, fuelling economic develop-
ment and advancement.

Moreover, Western frontiers in the technology space
have also made significant waves in sectors such as
healthcare, finances, and manufacturing. Notably, pro-
gressions in medical technology and pharmaceuticals
have led to better health outcomes and extended lifes-
pans. Financial technology or fintech innovations have
revolutionized banking systems and financial services
industry by rendering transactions more efficient and ac-
cessible. In the realm of production, automated systems
paired with robotics have boosted productivity rates and
efficiency levels thereby cutting costs while elevating
competitiveness.

On the whole, Western technological strides have
far-reaching financial implications propelling growth in
economies as well as catalysing transformations across
various sectors thereby leaving an indelible mark on the
global economy. They’ve birthed fresh prospects while
shaking up conventional business models thus influenc-
ing markets worldwide. Continued emphasis on inno-
vation alongside tech headway will be instrumental for
Western countries in retaining their vantage point amidst
global economic competition.

4. Eastern Perspective
The introduction of technology in Eastern economies
has had a profound influence on these nations’ economic
progress. Vladimir Putin at SPIEF 2023 highlighted how
the perception towards technological strides in the East
has evolved drastically and how countries in this geo-
graphical area have embraced it as a key stimulant for
economic expansion. The Russian President underscored
that the use of technology has become an integral ele-
ment in the national growth policies of numerous Eastern
nations.

4.1. Technology’s Impact on Eastern
Economies

This technological impact on Eastern economies espe-
cially in states like Russia and China has been significant
and played an influential role in defining their economic
trajectory and progress.

Particularly, China has observed rapid technological
advances and now stands out as a prolific contributor to
scientific progress [8]. The Beijing government acknowl-
edges the dire need to involve technology development
to upgrade their industrial sector while boosting compet-
itiveness amidst global counterparts [8]. The emergence
of China as a significant contender in the realm of science
and technology has been motivated by factors such as
its vast populace and human capital foundation, a job
market tilted in favour of academic meritocracy, presence
of a sizeable diaspora of Chinese-origin researchers, and
government backing for scientific endeavours [8].

In Russia, technological progress has also been as-
signed precedence. The nation has put into action in-
novation strategies and strived to develop its knowl-
edge creation and transfer processes to stimulate regional
advancement kaneva2019impact. However, the ramifi-
cations of technological breakthroughs for the Russian
economy have yielded mixed results with challenges in
effectively assimilating new technologies. Establishing
novel science-based industries and sectors in the econ-
omy are perceived as key hurdles faced by Russia [9].

Putin’s speech at SPIEF highlighted the profound sway
wielded by technology over economies in Eastern re-
gions. He underscored how technology has played an
integral role in reshaping economic landscapes across the
East. Technological innovations have propelled eastern
countries towards modernization while cultivating diver-
sification in their economies. Putin mentioned several
instances demonstrating how technology has boosted sec-
tors like energy production, manufacturing operations
and finance management within the East thus fostering
economic growth and global competitiveness.

4.2. Focus on Russia’s Technological
Growth

Russia’s economic expansion has been driven by its focus
on technological growth and innovation. It has estab-
lished federal research centres and strategic priorities for
scientific and technological advancement [9]. These cen-
ters play a vital role in implementing innovation policies
while developing science in crucial areas of the economy.

Research on the impact of research and development
(R&D) and knowledge exchange on economic growth
in Russian regions has been conducted [10]. Findings
indicate that R&D activity and spending on technologi-
cal advancements have significant impacts on regional
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growth . However, regions lacking innovative abilities
may struggle to effectively embrace new technologies
[10]. The study also highlights how foreign direct in-
vestments (FDI) and imports of goods and services are
relevant for regional growth.

This signifies a changing landscape where Western
and Eastern technological capabilities are becoming more
aligned.

4.3. China’s Technological Growth
China has made strides in science and technology es-
tablishing itself as a player in this field. The country
acknowledges the significance of development in upgrad-
ing its industries and enhancing competitiveness in the
market [8]. China’s emergence as a contributor to sci-
ence and technology can be attributed to factors such
as a population with abundant human capital, an aca-
demic meritocracy oriented labor market a considerable
number of overseas Chinese scientists and substantial
government investments in scientific endeavors [8]. The
Chinese government actively promotes advancement as
the foundation for industry improvement and increased
competitiveness.

China has utilized globalization by becoming an as-
sembly hub, for Asian firms fostering trade of high tech
products [11].

China has positioned itself as a hub, for innovation.
Has actively established a presence in the digital realm
[12]. The growth of the economy has played a role in
driving green economic progress, energy conservation
and reducing emissions in the manufacturing sector [13].

During his speech Putin acknowledged China’s ad-
vancements. He recognized China as a player in the
global technology landscape highlighting its achieve-
ments in areas like intelligence (AI) 5G technology and
digital infrastructure. Putin also emphasized the impor-
tance of collaboration between Russia and China to push
boundaries further creating a synergy that benefits both
countries and the wider region.

4.4. Impact on Specific Industries
The impact of technology on economies has had effects
on specific sectors such as energy and manufacturing. In
China the digital economy is seen as a driver, for achiev-
ing carbon peak targets, carbon neutrality goals and pro-
moting quality economic development [13].

The manufacturing industry plays a role, in achieving
energy consumption and carbon emissions goals. It has
been discovered that the development of the economy has
an impact on the green and low carbon transformation
of the manufacturing industry.

In Russia researchers have examined how technology
affects industries. For instance they have analysed how

the digital economy influences the green and low car-
bon transformation of manufacturing [13]. The study
revealed that the digital economy has an effect on driv-
ing manufacturing transformation in Russia’s central
region. Moreover researchers have investigated the inte-
gration of circular economy principles industry 4.0 and
lean manufacturing in terms of their impact on sustain-
ability performance among manufacturing firms [14].
The study emphasized the influence of circular economy
principles. Highlighted how industry 4.0 and lean manu-
facturing play mediating roles, in achieving sustainability
objectives [14].

During SPIEF 2023 Putin discussed how technology
has transformed sectors within a context. He specifically
mentioned energy and manufacturing as industries that
have been impacted.

Technological advancements, in the energy industry
have greatly improved the extraction and management
of resources leading to enhanced energy security and
sustainability. Similarly in the manufacturing sector au-
tomation and digitalization have significantly increased
productivity and competitiveness.

5. Comparing Western and Eastern
Perspectives

Take Putin’s speech at SPIEF 2023 for instance. It offers
insights into comparing Eastern perspectives on tech-
nology and its impact on economies. While the West
has traditionally been a frontrunner in innovation Putin
emphasized that Eastern nations like Russia and China
are rapidly closing the gap.

This signifies a changing landscape where Western
and Eastern technological capabilities are becoming more
aligned.

5.1. Highlighting Notable Contrasts
One notable distinction between Eastern perspectives
lies in their approach to innovation. In economies Silicon
Valley there’s a reputation for nurturing a culture of inno-
vation and entrepreneurship. This means being unafraid
to take risks focusing on technologies and embracing
experimentation even if it entails failure. Conversely
Eastern economies such as China and Russia have his-
torically taken an approach to innovation with greater
emphasis placed on government led initiatives and strate-
gic planning. These differing approaches to innovation
can be attributed to historical and political factors.

Another significant difference lies in the level of ad-
vancements and adoption. Western economies, the
United States have consistently been at the forefront of
progress, with an extensive history of innovative break-
throughs.
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This has led to an adoption and integration of technol-
ogy, across sectors of the economy. In contrast Eastern
economies although catching up rapidly have historically
been slower in embracing advancements. However coun-
tries like China have recently made progress. Emerged
as key players in science and technology.

Putin’s speech highlights the differences in how inno-
vation’s approached between the West and the East. He
pointed out that while Western innovation tends to focus
on entrepreneurship and startups the Eastern approach
often involves government led initiatives and collabora-
tions among government, academia and industry. Putin
emphasized that both approaches have their strengths
and can learn from each other.

5.2. Finding Common Ground
Despite their disparities Western and Eastern perspec-
tives on technology also share some similarities. One
notable similarity is the recognition of technologies im-
portance in driving growth and development. Both West-
ern and Eastern economies understand that technological
advancements are critical for boosting productivity, com-
petitiveness and overall economic performance.

Another common aspect is the growing emphasis on
digitalization and the digital economy. Both Western and
Eastern economies acknowledge the power of technolo-
gies and have taken steps to promote digitalization across
various sectors. This includes adopting technologies such,
as the Internet of Things (IoT) artificial intelligence (AI)
and big data analytics.

Furthermore during Putin’s speech, at SPIEF 2023 he
highlighted the similarities in technology adoption trends
between Eastern economies. He emphasized that both
sides of the world recognize the significance of tech-
nology as a catalyst for growth and development. This
shared understanding creates opportunities for collabo-
ration.

5.3. Collaboration Opportunities and
Areas of Competition

One specific area where collaboration can take place be-
tween Eastern economies is through global tech partner-
ships. Both sides acknowledge the advantages of working
and sharing knowledge to drive advancements and in-
novation [15]. This includes partnering on research and
development projects establishing ventures and facilitat-
ing technology transfers. By leveraging each economies
strengths and expertise these collaborations can promote
growth and development. In his SPIEF address Putin un-
derscored the potential for efforts between Eastern coun-
tries through global tech partnerships. He emphasized
the importance of cooperation in addressing challenges

such as cybersecurity, AI ethics and climate change. Ac-
cording to Putins speech cooperation in these areas can
yield outcomes.

Another aspect where competition arises between
Eastern economies is in their pursuit of dominance, in
the tech market.

In the realm of the tech industry Western economies,
the United States have traditionally held a leading po-
sition. Tech giants, like Apple, Google and Microsoft
have dominated the market. However Eastern economies,
China have been swiftly catching up. Now boast their
own tech powerhouses such as Alibaba, Tencent and
Huawei. This competition for control over the market
is fuelled by factors like advancements in technology
intellectual property rights protection and access to mar-
kets. During discussions on Areas of Competition Putin
acknowledged that the race for dominance in the tech
market is a reality on a scale. He highlighted that both
Western and Eastern tech companies are vying for leader-
ship roles. Putins insights imply that healthy competition
can drive innovation; however they also raise questions
concerning regulations, fair practices and equal opportu-
nities, for market access.

6. Technological Aspects of
influence of technology on the
world economy and AI’s Role in
Shaping the Economy

Artificial intelligence (AI) has become a game changing
technology that carries implications, for the economy.
AI refers to the development of computer systems of per-
forming tasks that traditionally require intelligence, such
as recognizing speech making decisions and solving prob-
lems. Integrating AI across sectors of the economy holds
potential for driving productivity fostering innovation
and fueling economic growth [16].

AI possesses the capacity to automate repetitive tasks
liberating workers to devote their time and energy to
more intricate and imaginative pursuits. This can result
in increased efficiency and productivity within industries
like manufacturing, logistics and customer service. For
instance AI powered robots and automated systems can
streamline production processes while minimizing errors
to enhance efficiency [16].

Moreover AI has the power to revolutionize decision
making procedures by analysing quantities of data and
offering insights. This can greatly improve planning, risk
management and resource allocation across sectors such
as finance, healthcare and marketing. By examining pat-
terns and trends in data using AI algorithms businesses
can make decisions driven by data driven predictions and
recommendations [16].
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The impact of AI, on the job market remains a subject
of debate. While AI has the potential to automate job
tasks it also opens up opportunities, for employment.
The development and implementation of AI technologies
require individuals in fields like data science, machine
learning and AI programming. As a result there is an
increasing demand for professionals with expertise in AI
related areas [16].

AI is leading the way in transforming the economy.
Its ability to process amounts of data identify patterns.
Make predictions has revolutionized various industries.
AI powered systems enhance efficiency reduce costs and
enable businesses to make decisions based on data. From
maintenance in manufacturing to recommendations in
e commerce AI is shaping how businesses operate. Ad-
ditionally its role extends to services where it optimizes
trading strategies and detects activities. There’s no deny-
ing its significance as it drives growth and fosters inno-
vation across sectors.

6.1. Regulating AI and Its Impact on the
Economy

Regulating AI technologies plays a role in ensuring their
ethical deployment. The aim of regulations is to address
concerns related to privacy, security, bias, accountability
and transparency. The economic impacts of regulating
AI can be both positive and negative.

This can help build trust and confidence, in AI systems
among the public, which is crucial for their widespread
acceptance. Clear regulations can also encourage com-
petition. Prevent the misuse of AI technologies, such as
unauthorized use of personal information or the devel-
opment of AI powered weapons [17].

However it’s important to strike a balance with reg-
ulations that are not too excessive or overly restrictive.
We need to foster innovation and allow for the develop-
ment and implementation of AI technologies. Finding the
equilibrium between regulation and innovation is vital to
harnessing the potential of AI for economic growth. Pol-
icymakers should consider the nature of AI technologies.
Adopt flexible regulatory frameworks that can adapt to
rapid advancements in this field [17].

Nevertheless we must acknowledge that great power
comes with responsibility. Regulating AI is crucial to en-
sure its integration into society and economy. Implement-
ing data protection laws to the European Unions General
Data Protection Regulation (GDPR) plays a pivotal role
in striking a balance between safeguarding user rights
and enabling innovation. These regulations provide a
framework for data collection and usage practices. By ad-
dressing privacy concerns and ensuring transparency in
decision making processes powered by AI governments
and businesses can establish trust among users. A factor,

in driving widespread adoption of AI technologies that
ultimately benefit our economy.

6.2. Microchips and their Impact, on
Advancements

Microchips also referred to as integrated circuits play a
role in driving the progress of modern technology. These
tiny electronic devices consist of millions or even billions
of transistors which are responsible for processing and
storing information.

The influence of microchips can be seen across indus-
tries such as computing, telecommunications, healthcare,
transportation and entertainment. They have revolu-
tionized devices like smartphones, laptops and gaming
consoles by making them smaller, faster and more pow-
erful. Additionally the miniaturization of microchips has
given rise to wearable gadgets that have transformed the
way we interact with technology.

Thanks to advancements in microchip technology de-
scribed by Moore’s Law there has been a surge in comput-
ing power and storage capacity. This progress has paved
the way for the development of AI algorithms and ma-
chine learning models that rely on resources. Microchips
have made it possible to process amounts of data and
train AI models. Consequently this has contributed to
breakthroughs in natural language processing, computer
vision and autonomous systems [17].

The semiconductor industry responsible for manufac-
turing microchips has become a driver, for growth and
innovation. It not fuels advancements but also fosters
the creation of new applications and industries.

The demand, for microchips is continually rising due to
the emergence of technologies like AI, Internet of Things
(IoT) and 5G networks [17]. Microchips, often overlooked
yet vital to progress have played a role in shaping the
digital era. These small but powerful components are
the backbone of devices ranging from smartphones to
supercomputers.

Their continuous advancement has resulted in im-
provements in computing power and data processing
capabilities. The intricate relationship between AI and
microchip technologies has paved the way for AI algo-
rithms and real time processing unlocking opportuni-
ties for businesses and economies. Additionally intense
competition among nations to develop microchips has
sparked a race for sovereignty.

6.3. Interplay between AI and Microchip
Technologies

The interplay between AI and microchip technologies is
symbiotic and mutually reinforcing. AI heavily relies on
the power and storage capacity provided by microchips
to process and analyse amounts of data. Simultaneously
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advancements in AI drive the demand for microchips
capable of supporting increasingly complex algorithms
and applications.

The development of microchips, like graphics process-
ing units (GPUs) and tensor processing units (TPUs) has
significantly accelerated AI computations. These chips
have been specifically designed to enhance the perfor-
mance of AI tasks resulting in training and inference
times, for AI models. By integrating hardware acceler-
ators for AI into microchips significant improvements
have been made in the efficiency and speed of AI calcula-
tions [17].

Moreover advancements in microchip technology such
as the creation of chips and quantum computing hold po-
tential for further enhancing AI capabilities. Neuromor-
phic chips aim to emulate the structure and functionality
of the brain enabling the development of effective and
energy efficient AI systems. On the hand quantum com-
puting possesses the power to revolutionize AI by tack-
ling optimization problems and exponentially increasing
computational capacity [17].

AI and microchip technologies are deeply. Profoundly
impact economies. The role of AI in shaping economies
is evident as it has the potential to drive productivity,
foster innovation and stimulate growth. It is crucial to
regulate AIs deployment ethically. Microchips serve as
a component of technology; they have played a pivotal
role in technological advancements while facilitating the
development of robust AI systems. The relationship be-
tween AI and microchip technologies is symbiotic; a
growing need, for powerful microchips is propelled by
the demands placed on them by advancing AI applica-
tions [17].

The interaction, between AI and microchip technolo-
gies is driving a collaboration that goes beyond the bound-
aries of hardware and software. AI relies on microchips
for its abilities while microchip technologies benefit from
AI driven improvements in manufacturing and design
processes. This beneficial relationship is bringing about
changes in industries like healthcare, where AI pow-
ered diagnostics utilize the processing capabilities of mi-
crochips to provide rapid and accurate results. Likewise
in vehicles, AI and microchips work together to make real
time decisions enhancing safety and efficiency. This in-
terplay not contributes to growth but also raises concerns
about regulating and ethically using these technologies.
Striking a balance between innovation, accountability
and economic impact in this evolving landscape will be
vital for harnessing the potential of AI and microchip
technologies, in the economy.

7. Geopolitical Aspect
The geopolitical implications of advancements, in intel-
ligence (AI) are significant. AI technologies have the
potential to reshape power dynamics between nations
and impact competition. When a country develops and
deploys AI it can enhance its competitiveness, military
capabilities and technological leadership which in turn
affects its position [18].

Leading countries in AI research and development
gain an edge across sectors like healthcare, finance and
defence. The ability to effectively utilize AI drives growth
attracts investments and strengthens a countries position
in the global economy. Consequently there is competition
among nations to establish themselves as leaders in AI
technology leading to increased rivalry and potential
geopolitical tensions [18].

The rapid progress of AI technology has reaching con-
sequences. As countries vie for leadership in AI it be-
comes evident that those with cutting edge capabilities
hold influence on the stage. Innovations driven by AI in
areas like defense, cybersecurity and intelligence have
the potential to reshape the landscape. Nations are in-
vesting heavily in applications of AI such, as drones and
cyber warfare.

This competition raises concerns, about the risks asso-
ciated with an arms race in the field of AI highlighting
the need for international agreements to ensure ethical
use of AI.

The interaction between AI and microchips also holds
implications for relations. The development and produc-
tion of microchips, which serve as components in AI
systems can become an asset for countries. Control over
microchip manufacturing and supply chains can greatly
influence a nations capabilities and economic competi-
tiveness [18].

Relying on suppliers for microchips can create vul-
nerabilities and dependencies within a countries infras-
tructure. This raises concerns about security prompting
nations to prioritize the development of microchip manu-
facturing capabilities. The competition to establish dom-
inance in the microchip industry carries implications as
countries strive to secure their supply chains and reduce
reliance on nations [18].

International relations are increasingly shaped by a
nations prowess with AI and microchips playing roles.
The ability to produce microchips and harness cutting
edge AI technologies is now considered a measure of a
nations sovereignty. Consequently complex dynamics
arise as countries seek partnerships for technology devel-
opment while simultaneously navigating dependencies,
within supply chains.

Furthermore the exportation and regulation of AI and
microchip technologies play a role, in trade negotiations
and diplomatic relationships. The competition for dom-

91



inance holds implications for alliances and geopolitical
alignments.

7.1. Impact on Global Security Dynamics
Advancements in AI also have effects on global secu-
rity dynamics. The integration of AI technologies into
systems can bolster a nations defense capabilities. Re-
shape the nature of warfare. For instance autonomous
weapons systems powered by AI have the potential to
revolutionize operations and decision making processes
[18].

The development and deployment of AI in the sector
raise concerns regarding arms races unintended conse-
quences and the necessity for regulations and norms. The
pursuit of AI supremacy can result in tensions well as
strategic rivalries among nations. The competition to
develop technologies driven by AI has reaching implica-
tions for global security dynamics prompting discussions
about power balances [18].

The impact of AI and microchip technologies, on se-
curity dynamics is profound. It is essential to have AI
powered cybersecurity systems to defend against cyber
threats while safeguarding infrastructure. However these
advancements also introduce vulnerabilities since mali-
cious actors can exploit AI capabilities to launch cyberat-
tacks.

Furthermore the integration of AI, into applications,
such as weaponry has the potential to disrupt customary
concepts of warfare and deterrence. The global security
landscape is undergoing a transformation as nations in-
vest in AI for defense and surveillance objectives. As
a result discussions surrounding arms control treaties
and international norms regarding the utilization of AI
in security contexts are gaining traction.

7.2. Geopolitical Considerations for the
Future

As AI progresses further geopolitical considerations will
gain increasing significance. Countries will need to navi-
gate the terrain to safeguard their competitiveness, na-
tional security and technological supremacy. This en-
tails investing in AI research and development fostering
ecosystems to innovation and establishing frameworks
that strike a balance between innovation and ethical de-
ployment of AI [18].

International cooperation and collaboration will also
play a role in addressing the implications of AI. Countries
must work together to establish norms, standards and
regulations that foster ethical use of AI technologies. This
involves addressing concerns related to privacy, security,
bias mitigation and accountability [18].

The advancements in microchip technology alongside
developments, in AI have profound ramifications. They

have the capacity to reshape power dynamics influence
international relations dynamics significantly while im-
pacting security overall. Countries must carefully con-
sider the implications and geopolitical factors when de-
veloping their AI strategies and policies to ensure their
competitiveness, national security and technological lead-
ership.

Looking ahead the influence of AI and microchips, on
relations will continue to shape dynamics. The race for
supremacy will intensify, raising questions about data
ownership, intellectual property rights and the gover-
nance of emerging technologies. Nations will have to
find a balance between collaboration and protectionism
fostering cooperation on AI standards while safeguard-
ing their own interests. Additionally ethical concerns
regarding the use of AI in warfare and surveillance will
require attention. Successfully navigating these complex-
ities is crucial for maintaining stability in the face of
advancements.

In conclusion our exploration into the impact of tech-
nology on the world economy has revealed a network
of interconnected factors. We have delved into the role
played by AI recognized the importance of microchips
and acknowledged the geopolitical implications associ-
ated with these advancements. Understanding these dy-
namics is vital as we navigate a world where technology
serves as both an engine for growth and a catalyst, for
change.

We have witnessed how technology goes beyond be-
ing a tool and becomes a force that shapes economies
influences relations and raises important ethical concerns.
From looking at the past to examining the scenario we
have observed the march of innovation and its conse-
quence.

8. Conclusion
In conclusion our exploration of the impact of technol-
ogy, on the economy and its role in fostering growth has
unveiled a complex network of interconnections. We
have delved into the power of AI, the importance of
microchips and the geopolitical implications that these
advancements bring about. It is crucial to comprehend
these dynamics as we navigate a world where technology
serves as both an engine for progress and a catalyst for
change. Our observations have demonstrated that tech-
nology is not a tool but an influential force that shapes
economies impacts international relations raises pivotal
ethical concerns and holds the potential to bridge societal
gaps.

Looking ahead to what lies in store for us we can an-
ticipate trends. Artificial intelligence will continue its
evolution making an impact across industries such as
healthcare and finance while potentially redefining the
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nature of work itself. Microchip technologies will wit-
ness advancements, unlocking possibilities in fields like
AI and IoT and beyond. Quantum computing, neuro-
morphic chips and other groundbreaking innovations
will reshape our perception of what’s achievable. More-
over it is essential to consider the dimensions associated
with these trends;, from ensuring deployment of AI to
addressing worries regarding data privacy and security.
Moreover it is crucial to prioritize an approach as we nav-
igate the future. International cooperation plays a role,
in establishing standards and regulations that protect the
community.

The consequences of these trends for the world econ-
omy are significant. As artificial intelligence and mi-
crochips become more integrated into industries we can
anticipate intensified competition and fresh economic
opportunities. Nonetheless we must also address disrup-
tions to employment. Carefully consider how to retrain
our workforce. Additionally technological capabilities
will shape the landscape. Nations at the forefront of AI
and microchip innovation will wield influence on the
stage potentially altering power dynamics. Striking a bal-
ance between competition and effective cooperation is
essential to ensure stability and prevent conflicts. In con-
clusion I strongly encourage all of us to continue explor-
ing these themes. The world of technology is constantly
evolving, with implications, for our economies, societies
and pursuit of inclusivity. Let us foster an attitude of cu-
riosity and collaboration by supporting research efforts
and initiatives that promote advancement.

As we move forward into the future equipped with
knowledge and a comprehension of technologies impact,
on our society we have the opportunity to shape a tomor-
row that utilizes innovation to improve the lives of all
humanity. I sincerely appreciate your support. May our
shared exploration of technology lead us to discoveries,
advancements and widespread prosperity.
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Abstract
Previous available research focused towards examining a sample of programmers’ responses regarding cloud container
security. In this paper, we performed a comparison of differences between the analyzed sample in this paper and the previous
one that we published and which comprised a Serbian-based sample. The research aim of the following paper is to form a
analysis of answers in terms of its validity for the overall programmer community. It was determined that there is a slight
difference between two samples; however there are not any country-specific types of cloud security issues, based on the
sample. There is a tendency of completely globalizing or even neglecting the interviewee’s background in discussing results
in cloud security literature. And this very aspect is indicative for custom made approaches to security issues, according
to parameters such as confidentiality, availability, usability, non-repudiation and integrity, all mentioned and discussed in
the paper. The results helped us focus on the creation of the overall recommendations for creating methodology for cloud
containers’ assessment in terms of security that would be more globally applicable. In particular, the next step is to allow for
mathematical models to be applied in the survey results interpretation and also to implement a fuzzy logic mathematical
model to create a layer of protection in CCSA.

Keywords
cloud containers, Security, questionnaires

1. Introduction
Cloud environments are susceptible to malicious attacks,
like any other form of IT-based architecture. The more
data installed and infrastructure facilities installed on the
cloud, the more chance it would be attacked at certain
point. There is an ongoing tendency to “shift left” when
dealing with cloud container security [1]. This means,
that as early as possible in the development process of an
app lifecycle malicious ruptures should be examined and
that this process saves a lot of later costs and time when
dealing with securing cloud -based apps throughout their
lifecycles.

2. Methodology
Analysis was performed by using a questionnaire, which
involved 50 members of the IT sector, that have been
using cloud technologies and that pointed towards dif-

BISEC’23: 14th International Conference on Business Information
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ferent issues and aspects of creating a methodology for
CCSA (Cloud Container Security Assessment). The ques-
tionnaire had some multiple choice answers and some
questions had possible answers given in the form of state-
ments and views towards certain cloud container–based
themes and problems. The questionnaire was conducted
over a twelve-month period. The sample was diverse
in terms of background with software use among inter-
viewees but focused on their experience according to
that which they have been applying mostly in their daily
work. One criterion for further doing the questionnaire
is that all of them should have software development
experience for at least one year and are at least familiar
with Cloud.

Most of the sample included individuals with more
than ten years of experience with IT and software de-
velopment, both in private or public departments and
academia. The previous sample conducted in 2022 [2]
included 90% of individuals residing in Serbia, involved
either at Serbian companies or international software
companies there. The current sample in this paper made
a more international sample, according to which at least
35% of the interviewees were of EU or US space.

The 14th International Conference on Business Information Security
(BISEC’2023), November 24th 2023, Niš, Serbia
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Figure 1: Overall IT security.

3. Previous research
In the previous study we has conducted in 2022 [2], the
results of the paper indicated that commercially-driven
advancements remain the real drive for creating theoreti-
cal models in the novel scientific field of CCSA. But it also
pointed to the fact that there is not an overall consensus
on creating a common methodology with binding appli-
cation or at least emphasizing common security frame-
works for assessing security in the cloud. The survey
results analyzed in the mentioned paper indicated secu-
rity patterns for building secure systems. It also pointed
to the aspect of previous inspection on cloud container
images before the utilization as significant for creating
cloud container security methodologies.

The above mentioned study concluded with the com-
parison of the results of questionnaires used with the
literature references and case studies, and indicated a
real cloud threat incident analysis as necessary in order
to get more specific results on cloud environments ’ par-
ticularities in the future and to be able to further advance
towards creating any kind of CCSA methodology.

4. Results of our current study
Based on the analysis we have conducted here, it can
be noted that attention has been paid to the security in
cloud environment, and this is depicted on Figure 1. On
the scale from 1 - little to none till 5 - highly experienced,
we can notice that respondents in our survey showed ad-
equate experience in working with cloud security issues
which can lead to proper usage and configuration of cloud
services. Thus, security issues will be properly resolved.
Also, other general types of security are well represented
and respondents are aware of their importance.

Figure 2: Importance of different aspects of cloud security.

In accordance with previous statements, collected re-
sponses goes towards confidentiality and availability as-
pects of cloud security, which is among highest, as de-
picted on Figure 2. Nowadays, confidentiality represents
a fundamental aspect of cloud security, ensuring that
sensitive data remains private and protected from unau-
thorized access, whether it’s at rest or in transit [3, 4].
Similarly, availability is equally critical in cloud security,
ensuring that cloud services and resources are accessible
and reliable for users, minimizing downtime and dis-
ruptions to business operations. Keeping in mind the
diversity of services that are available through cloud ser-
vices, it becomes clear why these aspects are major factor
motivating the proliferation of security issues.

The presence of security vulnerabilities within a cloud
environment can result in the inadvertent exposure of
information regarding the services hosted therein [5, 6].
This risk becomes particularly pronounced when back-
ground containers are executed on a single host, sharing
the same operating system (OS) kernel, as a compro-
mised kernel can compromise the isolation provided by
the container mechanism. In accordance with this asser-
tion, our analysis, as depicted in Figure 3, substantiates
these findings. Additionally, the data presented in Figure
4 underscores the critical importance of thoroughly in-
specting cloud container images before their deployment
and use.

Hence, security concerns emerge as the primary im-
pediment to the continued adoption of containers and
cloud computing as a whole. When data and services are
outsourced to the cloud environment, they become sus-
ceptible to various risks, with security being a paramount
concern that necessitates a meticulous implementation
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Figure 3: Top breaches causes in cloud environments.

Figure 4: Importance of cloud container images scanning
before usage.

strategy. Employing security patterns for constructing
secure systems involves outlining methods to mitigate
specific threats, remediate vulnerabilities, and establish a
secure environment conducive to the effective utilization
of cloud services. These patterns offer standardized solu-
tions and best practices for countering common threats
and vulnerabilities, thus enhancing the overall security
posture of systems and applications. By implementing
security patterns, organizations can streamline the de-
velopment of secure software and systems in cloud envi-
ronment, reduce the likelihood of security breaches, and
fortify their defenses against evolving cyber threats.

5. Comparison with previous
research

In comparison with the results from our study published
on BISEC 2022 regarding the overall IT security, current
results confirm dedication of IT professionals to the gen-
eral software security. Also, awareness about server se-
curity and PC OS security gained more attention, which
is in line with survey respondent’s orientation toward
proper configuration and usage of environment for us-
age of cloud services. Nevertheless, respondents slightly
increased their experience with cloud security issues in-
dicating thus that this aspect is important.

Furthermore, significance of different aspects of cloud
security such as confidentiality, availability, usability,
non-repudiation and integrity is increased in compari-
son with the study from BISEC 2022, showing that they
are essential in designing a robust cloud security strat-
egy that protects data and services while ensuring they
remain accessible and usable for authorized users.

When we come to the top breaches causes in cloud
environment, it can be noted that still high percentage
is about out-of-date apps. This lead us to conclusion
about high significance of regular update of all parts of
the information system, as of OS software, app libraries
and etc. in order to maintain as much as possible high
level of security. Other breaches have balanced values
in comparison with results from BISEC 2022. Similarly,
the critical importance of thoroughly inspection of the
cloud container images before their deployment and use
is confirmed.

6. Similar studies of other authors
Seongmo et al. [7] suggested a CloudSafe platform,
whereas the authors pointed towards a necessity for
testing on a actual cloud system. The study focused on
Amazon’s AWS, but had implications for other Cloud
providers such as Azure too. Gudapati and Gaikwad [8]
created common cloud security issues ’guidelines. Niti-
ashree et al. [9] proposed a three-stage cloud computing
data security model. A unique or coherent methodology
for cloud containers security assessment is not available
and the ones suggested by companies are less usable
for the current attacks that are diverse in nature. How-
ever, the last mentioned study [9] went ahead to create
an Advanced Encryption Standard (AES) algorithm for
Data security. The last layer of this algorithm model
involved cryptography techniques. Furthermore, the
study indicated a relation between occurrence of public
cloud threats and data security during the transmission
from Cloud Service Customer (CSC) to the Cloud Service
Provider (CSP) [10]. This is relevant to understand the
direction in which future research should be focusing.
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What we noticed from cloud security literature analy-
sis is that there is a tendency of completely globalizing
or even neglecting the interviewee’s background in dis-
cussing results. And this very aspect is indicative for
custom made approaches to security issues, in terms of
aspects analyzed and described.

7. Conclusion
A thorough inspection of cloud container images is nec-
essary and confidentiality, availability, usability and non-
repudiation along with integrity become more signifi-
cant for cloud environments security strategy which is
robust. The next step is the study would be to allow for
mathematical models to be applied in the survey results
interpretation and also to implement a fuzzy logic mathe-
matical model to create a layer of protection which could
solve some if not majority of issues mentioned in this
paper and this save time and effort in dealing with cloud
security.
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Abstract
In today’s business environment, access to accurate and up-to-date financial information plays a pivotal role in the successful
management of organizations. Businesses, regardless of their size and industry, rely on various data sources to make informed
decisions and efficiently manage their financial resources. In this context, web services have become an indispensable tool
that facilitates access to various types of financial information.

The NBS (National Bank of Serbia), as the central bank of the Republic of Serbia, plays a crucial role in maintaining
financial system stability and supporting the country’s economic development. As part of its functions, the NBS provides web
services that enable organizations to access a wide range of financial data. These web services offer information on exchange
rates, banking reports, payment systems, and other relevant aspects of financial operations.

The significance of this project is multifaceted. First, the research will provide a deeper understanding of NBS web services
and their potential in the business environment. Second, it will identify a specific example of how organizations can use
NBS web services in a particular business context and explore the benefits they gain through their utilization. Third, it will
pinpoint potential obstacles or challenges that organizations may encounter when implementing NBS web services.

In conclusion, the project’s results are expected to provide practical guidelines and recommendations for organizations
that are planning to or already utilizing NBS web services.

Keywords
NBS, Web services, Exchange rates

1. Introduction
web service is a software system that facilitates inter-
operable M2M (Machine-to-Machine) interaction over a
computer network by performing specific tasks. It can
be viewed as a service encompassing all the necessary
details for interacting with it, including message formats,
transport protocols, and location. The interface abstracts
the service’s implementation details, allowing it to be
used independently of the hardware or software platform
it’s implemented on and the programming language it’s
written in. This enables web service-based applications
to be loosely coupled, component-oriented, and cross-
technology implementated. Web services can be used
standalone or in conjunction with other web services to
perform complex aggregation or transactions [1, 2].

In practical terms, web services in collaboration with
GUI (Graphic User Interface) applications fall somewhere
between web and desktop applications. A web service
provides functionality and data to the server, while a
desktop application offers a customizable graphical in-
terface filled with data received from the service. Addi-
tionally, a web service in collaboration with a GUI ap-
plication provides a more flexible system compared to
a web application because the user can customize the
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application’s appearance, whereas web application users
are constrained by web browsers such as Google Chrome,
Mozilla Firefox, Brave, Microsoft Edge, and others. There-
fore, web application users have no influence over how
the application appears on their screen [3].

Communication in web services occurs between the
client and server. The client sends a specific request
to the server, which then accepts and processes the re-
quest. Subsequently, the server generates a recognizable
response and sends it back to the client. The client-server
architecture separates the concerns of both sides of the
communication channel. This means that in this context,
the client side is not concerned with how information
is stored on the server since there is always a uniform
way to access these resources. On the other hand, the
server is independent of the client and is not interested
in the implementation of the user interface or the state
of individual clients. This simplifies the server-side sig-
nificantly. Moreover, complete independence and easier
separate development of both system components are
achieved. For example, it is possible to enhance or modify
the server’s logic without the client being aware of any
changes as long as it accesses the target resources in the
same way [3].

Figure 1 illustrates previously described client-server
architecture as the communication type that is being used
when communication is related to web services.

1.1. Formats and protocols of web service
web service is a software system identified using a URI
(Uniform Resource Identifier), whose public interfaces
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Figure 1: Client-server architecture.

and bindings are defined and described using XML. Its
definition can be discovered by other software systems.
These systems can then communicate with the web ser-
vice as prescribed by its definition, using XML-based
messages transmitted over internet protocols [4].

The architecture of web services is based on the inter-
action of three roles: the service provider, service registry,
and service requester. The service provider defines the
service description for the web service and publishes it
in the service registry. The requester uses a discovery
operation to find the service description locally or from
the service registry and uses the service description to
bind with the service provider and invoke or interact
with the implementation of the web service [2, 5].

From a business environment perspective, the service
provider is the owner of the service. From an architec-
tural perspective, this is the platform where the web
service resides. The service requester, in the business en-
vironment perspective, represents the task that requires
specific functions to be fulfilled, while from an archi-
tectural perspective, it is the application that seeks and
calls or initiates interaction with the service. The service
registry is a registry of service descriptions that can be
searched, and where service providers publish service de-
scriptions. For a web service to be accessible, the service
description must be published so that service requesters
can find it. As part of the discovery operation, the service
requester obtains the service description or sends a query
to the service registry for the required type of service.
Finally, the service must be invoked. In the process of
binding, the service provider calls or initiates interac-
tion with the service during execution, using the binding
details in the service description to locate, contact, and
invoke the service [2].

Figure 2 illustrates the web service architecture that,
using the presented technologies, publishes, finds, and
binds its three main roles.

The role of web service specifications is to establish
interaction between the web service requester and the
web service provider. The technologies used within web

Figure 2: Architecture of web service.

Figure 3: Base standards of web services and relations be-
tween them.

services, which also represent the fundamental standards
they are based on, include:

• HTTP/HTTPS (Hypertext Transfer Protocol/Se-
cure Hypertext Transfer Protocol)

• SOAP (Simple Object Access Protocol)
• UDDI (Universal Description, Discovery, and In-

tegration)
• WSDL (Web Services Description Language)

On the other hand, these mentioned protocols could
not function adequately without corresponding data
transmission formats. Data transmission formats com-
monly used in web services are:

• XML (Extensible Markup Language)
• JSON (JavaScript Object Notation)

Figure 3 illustrates the previously mentioned relation-
ships among web service technologies and their existing
connections. UDDI allows discovery through WSDL and
access through SOAP. Furthermore, WSDL actually de-
scribes the web service, while SOAP enables communica-
tion with the web service. Additionally, WSDL is linked
to the SOAP standard.
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1.2. The classification of web services
Web services are a critical component in modern software
architecture, serving as an intermediary layer between
application code and its users. They provide a standard-
ized interface, abstracting away language-specific details
and enabling applications written in various program-
ming languages to access the same functionality [5].

Key characteristics of web services:

• Web services communicate using XML, a
platform-independent and neutral language.

• They can be developed in any programming lan-
guage and used on any platform.

• Communication occurs using the SOAP protocol
over HTTP/HTTPS, with messages sent over the
network in plain and structured text.

• Web services are registered in service registries
using the UDDI standard, providing a platform-
independent catalog where services can be
searched and discovered.

• Access to web services is available from various
types of applications or other services through a
prescribed interface.

Web services can be classified into three main types:

1. Big web services – often referred to as SOAP
services, are based on the SOAP standard. They
transmit data in XML format and are described
using WSDL. SOAP enables communication be-
tween applications running on different operat-
ing systems and technologies by exchanging mes-
sages in an agreed-upon format. It supports var-
ious message types, with RPC (Remote Proce-
dure Call) being a common one. This approach is
suitable for formal contracts and operations that
involve state management and applicable when
operations involve state management [3].

2. RESTful services – based on the REST architec-
tural style, which is not a protocol but a design
model. These services use a stateless, cacheable,
and uniform interface, relying on HTTP methods
for communication. They often transfer data in
JSON or XML format. RESTful services are ideal
for scenarios with limited bandwidth, stateless
operations, and caching opportunities [6].

3. POX services (Plain Old XML) – represent a sim-
pler and faster alternative to SOAP services. They
utilize raw XML for data transmission and GET/-
POST methods for communication. POX services
do not wrap data in a specific protocol and of-
fer a lightweight approach while maintaining the
benefits of strict API (Application Programming
Interface) definitions.

The choice between these types depends on various
of factors that need to be considered while approaching
the intended technical solution in observed business en-
vironment. For example, the need for formal contracts,
state management, bandwidth considerations, and the
simplicity of implementation. Additionally, RESTful ser-
vices and SOAP services can coexist, providing flexibility
in selecting the appropriate technology for specific use
cases.

Each of the techniques used in web services has its
own advantages and disadvantages. For exaple, when
comparing REST and SOAP, it’s essential to consider their
characteristics [7]:

• SOAP is a protocol with a specification, while
REST is an architectural style.

• SOAP requires a WSDL file to convey service
functionality to clients, while REST relies on a
uniform URI interface.

• SOAP uses more bandwidth due to its message
structure, while REST typically sends lightweight
JSON messages.

• SOAP can be platform-independent, while REST-
ful services work well with a variety of formats,
including plain text, HTML, and XML.

As previously mentioned, the choice between these
web service types should align with specific project re-
quirements and constraints, and it’s worth noting that
different combinations and hybrid approaches can be
employed to meet diverse needs [7].

2. Usage of web service NBS
It has become increasingly common for companies to in-
tegrate their business systems with relevant information
technology applications from other enterprises. Addi-
tionally, there is a clear trend among companies to open
up parts of their operations to the community, making
them accessible to the general public. One concrete ex-
ample of such organizational strategy is the NBS web
service. The practical application of the NBS web service
can vary, depending on the specific needs of organiza-
tions and industries. Several practical use cases of the
NBS service in business scenarios can for sure include:

1. Financial institutions – banks, insurance compa-
nies, and other financial institutions can utilize
NBS services to access relevant financial informa-
tion. This may include exchange rates, financial
reports, regulatory guidelines, and other data cru-
cial to their operations. With this information,
financial institutions can monitor the market, an-
alyze risks, make informed investment decisions,
and provide services to clients.
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2. Currency exchange companies and tourism
– businesses engaged in currency exchange,
tourism agencies, or hotels dealing with foreign
currency payments can employ NBS services to
track currency exchange rates. This allows them
to provide accurate exchange rate information
and perform currency conversions for tourists
and clients.

3. E-commerce – businesses that operate online can
use NBS services to convert currencies when pro-
cessing payments in different currencies. This
ensures precise amounts in the local currency
(as these companies are registered in Serbia) for
customers and reduces the risk associated with
currency exchange rate fluctuations.

4. Analytical companies – analytical or research
teams can access NBS services to retrieve finan-
cial reports and statistics. This enables them to
monitor and analyze trends in the banking sector,
market movements, monetary policy, and other
aspects of the financial system. Based on this
data, they can provide information and advice to
clients, make investment decisions, or report on
market conditions.

These are just a few examples of practical applications
of NBS services. It’s important to note that the specific
implementation and usage of NBS services can vary de-
pending on an organization’s needs and business type.

2.1. Business Project and communication
between entities

First of all, it’s essential to highlight that the use of NBS
web services within the business project for specific com-
pany was designed with Visual Studio 2019 software for
programming in the C# programming language. Visual
Studio was the primary tool used to establish a connec-
tion with the NBS web service and subsequently connect
to the company’s database for specific data entry, re-
quired data validation, and more. Within the project,
three main entities are distinctly differentiated to facili-
tate complete communication. These entities are:

1. NBS Web Service – a service provided by the
National Bank of Serbia, designed to be accessible
to all legal entities upon registration.

2. VS (Visual Studio) – an application used to write
code that communicates with the NBS web ser-
vice. It conducts proper data validation and per-
forms data entry into the company’s database
within the business environment.

3. Database – a specific entity containing a range
of tables related to exchange rates and a list of
necessary currencies in the day-to-day operations
of the company.

Figure 4: Communication between entities.

Communication begins with VS triggering a request
to the NBS web service, which requires appropriate au-
thentication. After a successful authentication process,
VS gains access rights to the NBS web service. If the au-
thentication process fails, the NBS web service responds
with an appropriate message detailing what went wrong.
Various reasons for failure could include incorrect user-
names or passwords, unavailability of the service for
some reason, or changes to its address or name.

After successful authentication, VS can use methods
within the invoked NBS web service. VS calls the method
using the required parameters if the method demands
them. As a response from the NBS web service, VS ob-
tains the results of the invoked method, which can en-
compass data about various details provided by the NBS
web service. Subsequently, adhering to prescribed data
validation rules for each included table, VS performs data
entry into the database. It’s worth noting that, in this
context, the term "database" refers to a local database
used for everyday data entry and manipulation within
the observed business environment.

Figure 4 illustrates a simplified exchange among three
main entities in the case of when the communication is
successful.
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2.2. NBS and web services
NBS web services offer access to diverse financial data
and information supplied by the National Bank of Serbia.
However, prior to their utilization, specific prerequisites
must be fulfilled. In general, several customary prerequi-
sites exist for engaging NBS web services:

• Registration – entities or individuals intending
to use NBS web services typically undergo reg-
istration with the National Bank of Serbia. The
registration process might contain the submission
of specifically designed request, the provision of
relevant information about the organization (com-
pany) or userrelated, the completion of forms, or
analogous procedures.

• Permissions and authentication – after registra-
tion, the NBS proceeds with data verification and
assigns access permissions. This may involve
associating users with appropriate user groups
or granting specific access privileges to particu-
lar data or services. Additionally, users typically
receive identification information (such as user-
names and passwords) or digital certificates for
authentication when accessing NBS services.

• Legal and regulatory compliance – the use of NBS
web services is subject to compliance with rele-
vant legal regulations and regulatory guidelines.
Organizations or individuals must adhere to all
terms and restrictions established by NBS regard-
ing data access and usage.

• Technical Specifications – NBS typically provides
technical specifications or API documentation
describing the method of communication with
web services. This may include details about end-
points, HTTP requests, data formats (e.g., XML or
JSON), and other technical specifics necessary for
proper and effective communication with NBS
services.

It is important to note that these conditions are de-
scribed at a general level, and the specific terms for using
NBS web services may vary depending on the specific
service and the data accessed with use of that web ser-
vice. Accordingly, when initiating the process of gaining
access to one of the NBS web services, before starting any
of the described prerequisites, it is necessary to establish
direct communication with the NBS regarding the exact
steps and technical details.

Within the scope of the project, the NBS web service
was utilized to access data related to the current exchange
rates of currencies concerning the Serbian “dinar” (RSD).
Additionally, this service enables the retrieval of all ex-
change rate lists published by the NBS since May 15, 2002.
It is noteworthy that this is not the sole web service for ac-
cessing currency exchange rate lists. Apart from it, there

exists a service allowing the access to currency exchange
rates for a specified date, as well as rates associated with
foreign exchange transactions [8].

There are two types of services for accessing the cur-
rent exchange rate list, both having identical names and
input parameters but differing in the type of object they
return [8]:

1. CurrentExchangeRateService – The methods of
this service return objects of the DataSet type.

2. CurrentExchangeRateXmlService – The methods
of this service return objects of the String type.

For a better understanding of the difference between
these two service types, it is necessary to explain the
mentioned object types. A DataSet is a collection of data
that typically contains the structure and methods for data
manipulation. It is used in the context of data analysis and
machine learning for training models and evaluating their
results. As such, it can encompass various data types,
such as numerical values, textual data, or categorical
attributes. The DataSet object facilitates efficient data
management, loading, transformation, and preparation
for analysis.

On the other hand, a String is a data type representing
a sequence of characters. It is used for representing
text and is often employed for text manipulation and
processing in programming. Strings can contain letters,
numbers, special characters, and spaces. They can be
used for storing names, addresses, messages, codes, or
any other textual information. The primary distinction
between a DataSet and a String lies in the fact that a
DataSet represents a collection of data, while a String
represents a sequence of characters. A DataSet is used
for organizing and manipulating various types of data in
data analysis and machine learning, while a String is em-
ployed for manipulating textual data and working with
textual information. A DataSet can contain Strings as one
of the data types within. NBS provides a web service for
accessing the mid-exchange rate of currencies through
the public exchange rate list service. The endpoint
(https://www.nbs.rs/kursnaListaModul/srednjiKurs.faces)
is accessed using the GET method. The fundamental
parameters that can be provided when using the service
and its respective methods are as follows:

• Date (optional) – specifies the date for the desired
exchange rate list concerning the Serbian "dinar"
(RSD). The date format is "dd.MM.yyyy" (indi-
cating that the first two letters, dd, correspond
to days in the month, the next two letters, MM,
refer to months in the year, and the last four let-
ters, yyyy, denote the specific year). For example,
the date "14.02.1991" corresponds to February 14,
1991. Additionally, this date format adheres to
regional settings and serves as the official date for-
mat in Serbia, aligning with the standard format
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used in many parts of the world. It is employed
for displaying dates in official documents, busi-
ness transactions, and more. If the parameter
related to the date is not specified, the method
defines the use of the most recent exchange rate
list.

• Currency (optional) – Represents the currency
code for the desired exchange rate list concerning
the Serbian "dinar" (RSD). For example, "USD" for
the US dollar, "EUR" for the euro, "CHF" for the
Swiss franc, etc. If this parameter is not provided,
the method is designed to retrieve all available
exchange rate data for the specified date for each
currency.

Upon sending the appropriate parameters and utilizing
the defined methods, an API response is obtained, con-
taining data on the mid-exchange rates for the requested
date and currency. The response format can be JSON or
XML, depending on the API configuration. Naturally, as
previously mentioned, all of this necessitates registration
with the National Bank of Serbia and obtaining access
credentials and keys enabling access to the respective
web services.

3. Conclusion and results
The use of the NBS web service in a business environment
can provide organizations with numerous advantages and
opportunities. By gaining access to currency exchange
rates, financial reports, regulatory data, and payment
system information, organizations can make informed
business decisions, track trends, analyze the market, and
meet regulatory obligations.

Utilizing the NBS web service enables quick and easy
access to relevant financial information, reducing the
need for manual data collection. These pieces of informa-
tion can be used for calculations, currency conversions,
trend monitoring, risk analysis, and business strategy
planning.

Integration with the NBS payment system allows or-
ganizations to efficiently manage payment flows, check
payment statuses, and streamline transaction processing.
This is especially beneficial for organizations providing
payment services or involved in payment transactions.

It’s essential for organizations planning to use NBS
web services to follow and adhere to the terms and guide-
lines set for accessing these services. This may include
registration, obtaining permissions, and authentication
to ensure secure and lawful data usage.

Therefore, the use of the NBS web service offers or-
ganizations the capability to efficiently access financial
information, analyze the market, manage payment flows,
and fulfill regulatory obligations. These services can en-
hance business efficiency and informed decision-making,

contributing to a successful operation within the finan-
cial landscape.

What sets the use of the NBS web service apart from
traditional (manual entry) data input are the following
benefits:

• Time – referring to the time saved by automating
processes through the use of the web service to
achieve identical results.

• Error potential – significantly reduced with the
implementation of web service-based solutions.

• Adaptability to changes – for instance, if there
are internal changes within the organization, and
the previously responsible person leaves, the ap-
plication will continue to function independently.

• Process standardization – precisely knowing who
and when data is entered, making it easier to
address potential issues should they arise.

• Documentation – it becomes possible to track
when changes were made, what the changes were,
and assess their validity. Essentially, there is a
precise record of changes to the observed table
within the database.

Considering all of the above, it is evident that imple-
menting web services within a business environment is
desirable wherever there are suitable opportunities.

Acknowledgment
This paper was supported by the Faculty of Technical
Sciences, Novi Sad, Serbia, Department of Energy, Elec-
tronics and Telecommunications, as part of the project
entitled "Development and application of modern meth-
ods in teaching and research activities at the Department
for Power, Electronics and Telecommunications".

References
[1] IBM, IBM Documentation, What is a web service?,

https://www.ibm.com/docs/en/cics-ts/5.1?topic=
services-what-is-web-service, 2019.

[2] H. Kregen, Web Service Conceptual Architecture
(WSCA 1.0), IBM software group, https://www.cse.
uoi.gr/~pitoura/courses/ds04_gr/webt.pdf, 2001.

[3] Webprogramiranje.org, Web servisi (osnove), https://
www.webprogramiranje.org/web-servisi-osnove/,
2023.

[4] W3C, Web Stamdards – The promise of web stan-
dards, https://www.w3.org/standards/, 2023.

[5] P. Kulchenko, Programming web services with soap,
O’Reilly, 2001.

[6] P. Macherla, Types of Web Services – Big
and RESTful, https://ibytecode.com/blog/
types-of-web-services-big-and-restful/, 2016.

104

https://www.ibm.com/docs/en/cics-ts/5.1?topic=services-what-is-web-service
https://www.ibm.com/docs/en/cics-ts/5.1?topic=services-what-is-web-service
https://www.cse.uoi.gr/~pitoura/courses/ds04_gr/webt.pdf
https://www.cse.uoi.gr/~pitoura/courses/ds04_gr/webt.pdf
https://www.webprogramiranje.org/web-servisi-osnove/
https://www.webprogramiranje.org/web-servisi-osnove/
https://www.w3.org/standards/
https://ibytecode.com/blog/types-of-web-services-big-and-restful/
https://ibytecode.com/blog/types-of-web-services-big-and-restful/


[7] A. Walker, SOAP vs REST API: Difference Be-
tween Web Services, https://www.guru99.com/
comparison-between-web-services.html/, 2016.

[8] N. B. Srbije, Sistem veb servisa –
tehnička dokumentacija, https://www.
nbs.rs/sr/drugi-nivo-navigacije/servisi/
sistem-veb-servisa-NBS/, 2023.

105

https://www.guru99.com/comparison-between-web-services.html /
https://www.guru99.com/comparison-between-web-services.html /
https://www.nbs.rs/sr/drugi-nivo-navigacije/servisi/sistem-veb-servisa-NBS/
https://www.nbs.rs/sr/drugi-nivo-navigacije/servisi/sistem-veb-servisa-NBS/
https://www.nbs.rs/sr/drugi-nivo-navigacije/servisi/sistem-veb-servisa-NBS/


Ensuring High Availability of Clusters within the 
Network Infrastructure using Microsoft Hyper-V 
Technology in a Medium-sized Enterprise
Damir Bradić1, Dejan Nemec1,*

1Faculty of Technical Sciences, University of Novi Sad, Trg Dositeja Obradovića 6, 21000 Novi Sad, Serbia

Abstract
When adding hosts to the cluster, it is necessary to provide proper hardware components in order to ensure correct
communication, redundancy and failower in case of losing of any point in the system. Specific hardware requirements may
vary depending on version of the cluster software, desired level of risk, and level of high availability.

Microsoft Hyper-V (Hypervisor-based Virtualization Technology) is a native hardware virtualization hypervisor that
enables the creation and running of virtual entities called virtual machines (VM).

Keywords
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1. Introduction
Designing of information technologies systems implies
planning of the business continuity. The business con-
tinuity should ensure the uninterrupted processes and
response to all unwanted events that may affect business
flow. If not to prevent, at least to mitigate the conse-
quences and accelerate the recovery of the system. With
this, the company’s resilience increasing. Information
technologies system and recovery procedures include re-
dundancy at all points. On network nodes, data centers,
and geographically remote locations. One of important
aspects of recovery is the creation of backup plan. Orga-
nizing copies of data to be safe in case of the unautho-
rized modification, infection, or deletion. Additionally,
regarding regular data backups, elements of validation,
encryption, and access control ensuring the data integrity.
Risk management, as another key element necessary in
protection planning, ensures and confidentiality too.

Virtualization technologies helps to better organize
business continuity, speed up recovery time, reduce sys-
tem construction costs, enable scalability, and enhance
elasticity. Virtualization is a process that enables efficient
use of the physical resources of computer systems. It use
the physical resources of the system to split it into several
independent and distinct environments, each as isolated
separate system.

This paper work will describe the elements of a high-
availability information system based on the Microsoft
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Hyper-V technology principle in a cluster environment of
redundant servers (Failover Cluster). All elements orga-
nized in such environment form one centralized system
that is resistant to errors, extensible, elastic, and reliable.
Hardware elements of system like that can vary depend-
ing on size and complexity requirements. In generally,
servers and devices must meet the software and hard-
ware requirements for cluster integration and hypervisor
applications. Must include multiple network adapters,
redundant optical or network switches, central data stor-
ages and redundant disk controllers, power supplies, and
cooling fans. The hardware elements should also be com-
patible with various software to enable the full manage-
ment, administration, monitoring, and notification of the
system’s health like Out-of-Band Management (OOBM)
system.

2. Virtualization
The virtualization concept importance is the ability of
better exploit the resources, system flexibility and scala-
bility, and to enable centralized management. Some of
key benefits are:

• Virtualization allows the creation and running
of multiple virtual machines per host, which in-
creases the utilization of hardware resources. By
reducing the number of physical servers, hard-
ware costs and energy consumption.

• The ability of running multiple virtual servers on
a single physical machine that reducing the space
requirements in a data center or server room.

• Enables easy scaling of resources. Add services,
computers, storage or network and create new
virtual machines quickly and without excessive
investment.
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• Each virtual machine working independently,
providing a degree of isolation. Isolation im-
proves security. If one of the machine compro-
mised, it does not affect the operation of the oth-
ers.

• Virtualization simplifies management by allowing
virtual resources creating easily, cloned, moved
or deleted. Software-defined management tools
provide centralized control over the entire virtu-
alized infrastructure.

• Virtualization provide easy back up of entire vir-
tual resources and enabling efficient disaster re-
covery.

• Providing an isolated environment for testing and
development. Creation of virtualized instances
with different OS, software configurations and
network settings without affecting the production
environment.

• Enable support for old legacy apps on newer hard-
ware and OSes that natively do not support it.

• Virtualization can improve availability by provid-
ing features such as seamless migration where
virtual machines can be migrated from one physi-
cal host to another ensuring continuity of services
[1].

3. Hardware
The hardware equipment selection for Microsoft Hyper-
V cluster depends on performance requirements and the
ability of virtualization support, demands for high SQL
database query, or high-performance processing. This
kind of equipment should place in a data center where all
necessary conditions like uninterrupted power supply,
air conditioning, physical security and the possibility of
using more than one ISPs (Internet service providers) are
possible. The data center offers the service like Telehous-
ing, which is a service of IT infrastructure placing on the
way that ensures security, flexibility and reliability. The
equipment mounted in metal rack cabinets organized by
standardized device dimensions. Usually, dimensions of
19" is common, width and height indicated in RU (Rack
Unit), HU (Height Unit) or just U (Unit). One U is 4.445
cm. Cabinet depths can be 60, 80 and 110 cm. The choice
of cabinet height determined by the amount of equip-
ment. It means that all equipment must be compliant
with data center standards. Table 1 shows an example of
hardware list required for a cluster installation.

4. Hyper-V virtual network
To access the outside of world, the Internet, and other
virtual or physical machines, VM needs to have a virtual

Figure 1: Selected hardware, back and front view.

Figure 2: Logical diagram of Hyper-V virtual network.

network card as well as a network to connect with it. Ba-
sic connectivity in Hyper-V includes two parts, a virtual
adapter and a virtual switch. Figure 2 describes how a
virtual switch connects to an Ethernet network and a
virtual network adapter to a virtual switch port [2].

4.1. Virtual network adapter
vNIC (Virtual Network Adapter) is a virtualized version
of the physical one which is used for connection on to
Hyper-V environment, physical and virtual environment.
Each VM can use one or more vNICs for connection.
There are two types of adapters:

• Legacy Network – adapter who emulates a physi-
cal NIC for compatibility with older OSes, which
do not support Hyper-V Integration Services.

• Network adapter – vNIC that supports Hyper-V
integration services. Provides better performance
and vLAN tagging capability.

4.2. Virtual switch
A software based switch who uses host memory to con-
nect a vNIC with a physical uplink to a physical switch
using physical adapters configured as teams. The virtual
switch has three basic operating modes:
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Table 1
Example of hardware configuration for a cluster of four nodes and with SAN configuration

4 x HPE DL360 Gen10 characteristics: 2x CPU Intel Gold 6134, 192GB RAM, Ctrl P408i-a SAS, 2x 240GB
SSD, 2x Ethernet quad-port 1GbE, 2x HBA FC 16Gb single port

pcs

HPE ProLiant DL360 Gen10 8SFF Configure-to-order Server 4
HPE DL360 Gen10 Intel Xeon-Gold 6134 (3.2GHz/8-core/130W) 1st 4
HPE DL360 Gen10 Intel Xeon-Gold 6134 (3.2GHz/8-core/130W) 2nd 4
HPE 32GB (1x32GB) Dual Rank x4 DDR4-2666 CAS-19-19-19 Registered Smart Memory Kit 48
HPE 240GB SATA 6G Read Intensive SFF (2.5in) SC 3yr Wty Digitally Signed Firmware SSD 8
HPE StoreFabric SN1100Q 16Gb Single Port Fibre Channel Host Bus Adapter 8
HPE 96W Smart Storage Battery (up to 20 Devices) with 145mm Cable Kit 4
HPE Smart Array P408i-a SR Gen10 (8 Internal Lanes/2GB Cache) 12G SAS Modular 8
HPE Ethernet 1Gb 4-port 331FLR Adapter 4
HPE DL360 Gen10 High Performance Fan Kit 8
HPE 800W Flex Slot Platinum Hot Plug Low Halogen Power Supply Kit 8

2x SAN Switch 16Gb SN3000B pcs

HPE SN3000B 16Gb 24-port/12-port Active Fibre Channel Switch 2
HPE B-series 16Gb SFP+ Short Wave Transceiver 24
HPE Premier Flex LC/LC Multi-mode OM4 2 fiber 5m Cable 24

MSA 2040 pcs

HPE MSA 2040 Storage 24-bay (SFF) 1

P2000 G3 pcs

HPE MSA P2000 G3 Modular Smart Array Systems 24-bay (SFF) 1

• Private mode, which opens communication be-
tween VMs only.

• Internal mode enables communication between
the VM and the host.

• External mode, in addition to communicating be-
tween the VM and the host, uses the host’s NIC
to connect to the physical switch and enable com-
munication with other systems.

Virtual switches cannot communicate with each other
without the presence of a VM with a router role on the
same host. A private and internal virtual switch con-
nected just to adapters on the same virtual switch, and
an external one depends on the physical adapter. A phys-
ical adapter acts as an uplink for access to an available
physical network. The vNIC OS management is responsi-
ble for the connection between the physical adapter and
the switch. Figure 3 illustrates the logic diagram of three
different virtual switch modes.

By default, a virtual switch configured to perform the
next functions [3]:

• Ethernet frame switching – has the capability of
L2 network switch operations such as of be aware
of all MAC addresses connected to the virtual
switch and reading them from Ethernet packets.
There is no L3 routing capability.

• 802.1q VLAN access mode – vNIC adapters can
be assigned to a vLAN network. Like a type of

Figure 3: Operating modes of the virtual switch [3].

isolation where traffic will flow alone between
adapters who has the same vLAN tag.

• 802.1q VLAN Trunk connectivity option – This
option allows the VM to see the traffic of multiple
VLANs. A virtual switch port can accept traffic
from all configured vLANs.

• 802.1p QoS – Traffic prioritization. Hyper-V has
its own way of organizing QoS through two
modes:

– Absolute mode, which can guarantee a
minimum or limit the outgoing speed of
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the vNIC adapter.
– Weight mode, which can guarantee the

minimum or set the maximum speed of
the vNIC adapter.

• SR-IOV (Single Root I/O Virtualization) – re-
quires hardware that has built-in SR-IOV capa-
bility. This option has the ability to connect a
limited number of vNIC adapters which be ex-
posed to the physical NIC and enable almost near
real speed of the physical adapter.

• Extensibility – Microsoft has released an API,
which can creating filter triggers for a virtual
switch.

4.3. Link aggregation and teaming of
physical ports

Windows Server 2012 brought the built-in ability to ag-
gregate network adapters to the team. Hyper-V took ad-
vantage of this capability. Port channel is the name used
by the Cisco vendor, while others use Link Aggregation.
In the background of these names is a technology that
should prevent a loop in communication that can lead
to a broadcast storm (Broadcast Storm). Therefore, with
the VLAN trunk protocol for connecting two switches
with redundant connections, the ports are binding in the
port channel for Cisco or the link aggregation group LAG
(Link Aggregation Group). When ports joined in such a
group, they behave as one port. Important is to remem-
ber that the MAC addresses of the individual ports on the
switch have disappeared. A new MAC address assigned
now belongs to the LAG channel and not to the switch
port.

4.3.1. NIC Team

The NIC team settings, introduced in Windows Server
2012, brings three possible options [4]:

• Switch independent – similar to the traditional
model where the use of switch options is optional.
A Hyper-V virtual switch will register all of its
MAC addresses to a single port so that all incom-
ing traffic will go through single physical link.
The advantage of this method is that it is indepen-
dent of the switch type and possible is to connect
several switches in purposes of redundancy. The
disadvantage is that all incoming traffic bounds
on to one adapter.

• Static mode option – virtual switch and physi-
cal switches can work in this mode. The groups
on the switches must be configured the same on
both sides. The MAC addresses on both sides reg-
istered as group addresses rather than individual
ports, allowing incoming and outgoing traffic to

use any available physical link. The disadvan-
tage is that all switches must support this option
and the ability of sharing traffic between physical
links is lost.

• LACP (Link Aggregation Control Protocol) –
uses functions similar to the static mode option
with the difference where connected switches
use LACPDU (Link Aggregation Control Protocol
Data Unit) packets to detect connection problems
during communication. If the team setup uses
LACP, the switch will detect that one side is us-
ing three of the four ports for the group and will
not try to use the fourth link for traffic, which is
not the case with the static mode option.

4.3.2. Bandwidth in link aggregation

When multiple physical connections used in a single link,
it is more likely to achieve load balancing than bandwidth
aggregation. In most cases, the switch team that sending
data controls the flow with specific load balancing algo-
rithms. The sending system will transmit over a specific
link, while each communication will go exclusively over
one physical link. Splitting traffic across multiple paths
could cause conflicts, buffer overload, and even drop of
packets. TCP (Transmission Control Protocol) and a few
other protocols have ways to correct such errors. Using
those protocols is demanding operation that increases the
use of resources and does not overcome the limitations
of using a single physical link. Another reason for using
a single physical connection is practicality. Connecting
multiple ports from one switch to another is simple, but
from one to the second, to the third and from the third to
the fourth switch there is a possibility of lacking of ports.
The longer is the chain, the greater is the possibility that
there will be a reduction in throughput, and one adapter
at the end definitely.

An exception to this rule is the switch-independent
team option where incoming traffic directed to a single
physical adapter as all MAC addresses registered in one
location. Outgoing traffic, in this case, balanced over all
other available ports. If used with the Hyper-V balanc-
ing algorithm, the MAC addresses of the vNIC adapters
equally distributed to all physical adapters. Each vNIC
can still use the maximum speed of a single port [5].

5. Using of link aggregation
A simple connection between servers and switch implies
one network card connected to one switch port where
the bandwidth depends on the characteristics of the slow-
est component. Microsoft team helps to avoid downtime
due to a card, cable, switch, or switch port error. The Mi-
crosoft team aggregates multiple physical links into one
logical link. On that way achieves better performance,
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Figure 4: Server Manager.

Figure 5: Adding a new team.

reliability, LBFO (Load Balancing and Failover) load bal-
ancing and redundancy of both adapters and cables and
switches are ensured.

5.1. Configuration
After the initial installation of all necessary components,
teaming configured with use of the graphical interface
or with PowerShell commands.

During initial setup using the server manager graph-
ical interface shown in Figure 4, in a new window the
NIC Team option opens. Figure 5 shows the option how
to add a new team, where the adapters inserted into the
team by simply marking. It is necessary to choose a team
name and two or more adapters to add in to the team.

Two or more adapters can be group in to a team, it
is necessary to select a team name and set additional
options. Additional options are:

• Team mode,

Figure 6: Team selection.

• Load balancing,
• Selecting an inactive adapter.

Figure 6 and Figure 7 describes the process of choosing
a name, adding an adapter and setting additional options.

The team mode option has three additional settings
depending on the desired balancing:

• Switch independent,
• LACP Aggregation Protocol,
• Manual mode.

The load balancing option calculates the load using next
options:

• Created adapter hash addresses,
• Assigned MAC addresses of Hyper-V ports,
• Dynamic, by combining the previous two.

6. Discussion and conclusion
LBFO Load balancing, using the Microsoft team can be
set up more than one way depending on hardware and
network configuration. In the example of setting, switch
independent mode, using dynamic balancing, with a sim-
ple connection of two network adapters where both are
active. If one adapter goes down, the other takes over the
traffic. Next must be consider when calculating the load:

• The maximum data speed rate that the adapter
can achieve.
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Figure 7: Additional options setting.

• Method of traffic distribution by adapter included
in the team. If both active, with symmetric or
asymmetric traffic distribution can be assigned
depending on the requirements. For example a
ratio of 50:50 or 60:40.

• The time it takes of the system to detect the error
and redirect the traffic.

• The total amount of traffic that the system must
handle.

• The condition that determines the error and trig-
gers the redirection. For example the status of
network adapters and connections.

Mathematically, simplified as:

• Throughput rate 𝑋 bit/s,

• Traffic distribution 𝐴 : 𝐴 or 𝐴 : 𝐵,
• Total amount of traffic: 𝑇 bit/s,
• Error detection time 𝐻 𝑠,
• Redirection trigger condition, event 𝐷.

In case of symmetric distribution 𝐴 : 𝐴:

1. Total Available Flow (𝑈𝑅𝑃 ) = 2 *𝑋 ,
2. Traffic for each individual adapter (𝑆𝑃𝐴) =

𝑈𝑅𝑃/2,
3. The condition that determines the error.
4. If 𝐷 happens and one adapter fails, the system

should initiate a failover.
5. The time to detect the error 𝐻 should be as short

as possible.

If it is an asymmetric traffic distribution A:B, the traffic
can be determined as:

1. For adapter 𝐴 = 𝑇 * (𝐴/(𝐴+𝐵)),
2. For adapter 𝐵 = 𝑇 * (𝐵/(𝐴+𝐵)).

This is a simplified example and the calculations in
the production are much more complex and affected by a
large number of different factors. Accurate calculations
require constant monitoring and adjustment on the entire
system.
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Abstract
In this paper, we explore the dynamic role of Artificial Intelligence (AI), Machine Learning, and ChatGPT in the realm of
internet security, which includes both offensive and defensive cyber strategies. These technologies, particularly AI enhanced
by Machine Learning and the sophisticated functions of ChatGPT, are revolutionizing the field of cybersecurity. They play
a crucial role in enhancing the understanding of threats and strengthening the defense mechanisms for the protection of
organizational data and digital assets. Our comprehensive review provides key insights into how AI and Machine Learning
are fundamentally altering internet security, highlighting their essential role in combating evolving cyber threats. The paper
further delves into a detailed analysis of the diverse applications of AI, including Machine Learning and ChatGPT, in both
augmenting and potentially compromising enterprise security. We specifically focus on AI’s dual capacity in Business Security,
augmented by Machine Learning and ChatGPT, and illustrate this through practical examples that encompass both the
generation and identification of malware. The paper concludes with a synthesis of these findings, emphasizing the significant
impact of these technologies in the field of cybersecurity.

Keywords
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1. Introduction
In today’s digital age, where technology is tightly in-
terwoven with business operations and information ex-
change, the security of sensitive data has become a
paramount concern for organizations worldwide. The
relentless march of digitization, coupled with the ever-
evolving sophistication of cyber threats, demands a con-
tinuous evolution in the methods and strategies employed
to protect valuable data assets.

The landscape of Business Information Security has
entered a new phase marked by the integration of Ar-
tificial Intelligence (AI), representing a pivotal juncture
in the ongoing battle to safeguard sensitive data. AI
promises transformative capabilities that augment tradi-
tional security measures, challenging us to gain a deeper
understanding of its role and potential within Business In-
formation Security. This paper embarks on a comprehen-
sive exploration of the symbiotic relationship between AI
and Business Information Security, aiming to elucidate
the multifaceted ways in which AI is revolutionizing and
redefining the security landscape. We will delve into in-
novative strategies, applications, and implications of this
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convergence, propelling organizations toward a state of
heightened resilience in the face of an ever-expanding
array of digital threats.

As we navigate through this discourse, we will embark
on a journey that transcends conventional boundaries,
probing the depths of AI’s influence on both attack and
defense aspects of security. On one hand, AI empowers
organizations to understand and anticipate the various
types of attacks that threaten their systems, enabling
them to respond more effectively. On the other hand, AI
equips us with the tools to fortify our defenses against
these attacks. Each facet we explore reveals a piece of
the mosaic, illustrating the pivotal role AI plays in both
comprehending the nuances of attacks and strengthening
our digital citadels.

Our quest to harness the power of AI for next-
generation Business Information Security is not merely
an academic endeavor but a pragmatic pursuit of prac-
tical solutions to real-world challenges. We invite re-
searchers, practitioners, and visionaries to join us on this
transformative journey, where the synergy between AI
and security safeguards our data and shapes the future
of digital security practices. With this introduction as
our guiding beacon, let us embark on a voyage that ex-
plores the uncharted territories of AI-powered security
in the quest for a safer, more resilient digital world. AI
and machine learning (ML) represent swiftly advancing
technologies that have made substantial progress across
various industries, including cybersecurity.

The cybersecurity landscape has become increasingly
complex and challenging. With cybercriminals con-
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stantly evolving their tactics and leveraging new vulner-
abilities, traditional security measures struggle to keep
pace with the rapidly changing digital threat environ-
ment [1]. This dynamic underscore the critical impor-
tance of AI and ML. These technologies present a piv-
otal opportunity for businesses to revolutionize their
approach to cybersecurity, significantly enhancing threat
detection, prevention, and response capabilities.

In this article, we aim to unpack the complexities of AI
and ML and their profound impact on the future of cyber-
security. We will explore how these advanced technolo-
gies can be leveraged to strengthen your organization’s
cybersecurity stance. Understanding the specific roles
and benefits of AI and ML within the cybersecurity sec-
tor empowers organizations to make informed decisions
about integrating these technologies into their security
strategies. This integration fosters a more comprehensive
and effective framework for safeguarding digital assets.

By embracing AI and ML, organizations can better an-
ticipate and counteract cyber threats, adapting swiftly to
the evolving cybersecurity landscape. This article seeks
to provide clarity on the advantages of incorporating AI
and ML into cybersecurity practices and the necessity of
their inclusion in modern security solutions. With this
knowledge, your organization can enhance its cyberse-
curity posture, ensuring more robust protection against
the sophisticated digital threats of today’s world [1].

2. AI and Business Information
Security

The interplay between Artificial Intelligence and Busi-
ness Information Security represents a critical juncture
in the realm of contemporary cybersecurity. As organiza-
tions increasingly rely on digital infrastructure for their
operations, the protection of sensitive information has
become paramount.

This literature review serves as an in-depth exploration
of this dynamic intersection, shedding light on the pro-
found impact of AI on the security landscape. In recent
years, AI has evolved into a pivotal force within the cyber-
security domain. Its transformative potential is evident
in various facets of security operations, from threat de-
tection to incident response.

This review aims to provide a comprehensive overview
of the key developments and trends that have emerged
in the field. One of the primary focal points is the
role of AI in bolstering the security posture of organiza-
tions. Through advanced analytics, machine learning al-
gorithms, and real-time monitoring, AI offers the promise
of enhanced threat comprehension and proactive defense
strategies.

By analyzing vast datasets and identifying anomalies
that may elude traditional security measures, AI has the

potential to revolutionize the way businesses safeguard
their critical assets. Business Information Security has
evolved in tandem with the rapid digitization of business
operations. From rudimentary password-based security
to multifaceted defense mechanisms, the journey reflects
an ongoing response to an ever-expanding array of cyber
threats. The advent of AI in recent years marks a pivotal
juncture, offering the promise of a more adaptive and
proactive approach to safeguarding sensitive information
[1].

In this paper, we will explore both the positive and
negative aspects of utilizing artificial intelligence in Busi-
ness Security. We will provide a detailed explanation
of the ways it can be employed for both beneficial and
detrimental purposes in protection. After presenting the
white and black sides of AI usage in Business Security, an
example of using AI in the creation of malware, as well
as in malware detection, will be provided, which will also
serve as the conclusion of the paper.

3. Utilizing AI as a Defense:
Exploring the White Side

In the ever-evolving landscape of cybersecurity, organiza-
tions face a daunting challenge: protecting their valuable
data and digital assets from an ever-expanding array of
threats. The rise of AI has introduced a transformative
element into this complex equation. While AI is often
associated with both offense and defense, in this part, we
shine a spotlight on its crucial role as a defense mecha-
nism in business security.

3.1. AI-Powered Threat Detection -
Enhancing Security with Intelligent
Surveillance

Traditional security measures often rely on static rule-
based systems that struggle to keep pace with the dy-
namic nature of modern threats. AI, on the other hand,
excels in real-time threat detection. By analyzing vast
datasets and recognizing patterns and anomalies, AI-
driven security systems can swiftly identify suspicious
activities, even those that would evade human observers.
This level of intelligent surveillance ensures a proactive
defense posture [2].

Traditional methods of threat detection often struggle
to keep up with the ever-evolving tactics of cybercrimi-
nals. This is where AI-powered threat detection systems
have emerged as a game-changer in the world of cyber-
security. These systems leverage machine learning algo-
rithms and advanced analytics to provide organizations
with real-time, intelligent surveillance capabilities.
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3.1.1. The Role of AI in Threat Detection

In the ever-evolving landscape of cybersecurity, the tradi-
tional methods of threat detection often find themselves
challenged by the rapidly changing tactics of cybercrimi-
nals. This is where AI-powered threat detection systems
have emerged as a pivotal asset in the realm of cyberse-
curity, significantly enhancing an organization’s ability
to safeguard its digital assets [3]. For example, Sagnik et
al. [4] introduced the concept of deep neural networks
for image recognition, which has since been adapted for
anomaly detection in cybersecurity. This approach al-
lows organizations to proactively detect and respond to
emerging threats, reducing the window of vulnerability.

Data Analysis at Unprecedented Speeds
AI-powered threat detection systems possess the

unique capability to analyze vast amounts of data at
speeds that surpass human capacity. This computational
prowess allows these systems to recognize subtle pat-
terns, anomalies, and deviations from normal network
behavior, all of which can serve as indicators of potential
threats. In essence, AI-driven threat detection enables
organizations to process and make sense of data in real-
time, providing early detection of cyberattacks [3].

Proactive Threat Detection
One of the distinct advantages of AI-powered threat

detection lies in its proactive nature. Traditional methods
often rely on predefined rules and signatures to identify
threats, which can lead to a lag in response time as new
attack techniques emerge [5]. AI systems, on the other
hand, have the capacity to adapt and evolve in response
to evolving threats. They can identify and respond to
novel attack vectors promptly, often before they have the
chance to inflict significant damage.

Immediate Real-Time Responses
Perhaps one of the most significant strengths of AI in

threat detection is its ability to deliver real-time responses
[6]. When a potential threat is detected, AI-powered sys-
tems can take immediate action to mitigate the risk. For
instance, they can automatically block suspicious net-
work traffic, isolate compromised devices, or trigger inci-
dent response protocols. This rapid response capability
is paramount in minimizing the impact of cyberattacks
and preventing their escalation.

Continuous Learning and Improvement
AI-powered threat detection systems are not static;

they are in a constant state of learning and adaptation
[7]. These systems leverage historical data to refine their
algorithms continually. As they encounter new types of
attacks and adapt to changing tactics, they become more
effective at identifying and mitigating threats over time.
This adaptive learning process ensures that the security
system remains on the cutting edge of cybersecurity de-
fense.

3.1.2. Real-Time Response

One of the key advantages of AI-powered threat detec-
tion is its ability to provide real-time responses. When
a potential threat is identified, these systems can take
immediate action to mitigate the risk. For example, they
can block suspicious network traffic, isolate compromised
devices, or initiate incident response procedures. This
rapid response time is critical in limiting the impact of
cyberattacks.

As is explained in the paper [8], AI-powered threat
detection systems are not passive observers; they are
proactive defenders. When a potential threat is identi-
fied, these systems do not hesitate to take immediate
action. They can swiftly and automatically initiate a se-
ries of mitigation measures designed to neutralize the
threat before it can inflict harm. Blocking Suspicious
Network Traffic. Upon detecting unusual or malicious
network traffic patterns, AI-driven systems have the ca-
pability to act decisively by blocking the source of the
suspicious activity. This rapid intervention helps prevent
further unauthorized access, ensuring the security of the
network. In situations where a device or endpoint within
the network is compromised, AI-powered systems can
isolate the affected device promptly. This isolation pre-
vents the compromised device from communicating with
the network and spreading the threat, thus containing
the potential damage. When a significant threat is de-
tected, AI-driven systems can trigger predefined incident
response procedures. These procedures often involve no-
tifying cybersecurity teams, collecting forensic data for
analysis, and implementing additional security measures
to mitigate the threat’s impact. This coordinated response
ensures that the organization is well-prepared to address
the threat effectively. The ability of AI-powered systems
to respond rapidly to threats is a game-changer in cyber-
security. It significantly reduces the time window during
which an attack can cause damage. By acting swiftly and
decisively, these systems limit the potential impact of
cyberattacks, helping organizations protect their critical
assets and maintain operational continuity. As AI takes
center stage in security operations, the preservation of
data privacy has emerged as a critical concern. Regula-
tory frameworks, such as the General Data Protection
Regulation (GDPR), have heightened the importance of
ensuring that AI applications in security do not compro-
mise individual privacy rights.

3.1.3. Machine Learning and Continuous
Improvement

AI-powered threat detection systems possess a unique
capability that sets them apart from traditional security
measures – the ability to learn and adapt continuously.
This dynamic process not only refines their algorithms
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but also enhances their accuracy over time. In essence,
AI-driven threat detection systems evolve alongside the
ever-changing threat landscape, ensuring that organiza-
tions maintain effective security measures in the face of
emerging cyberattacks.

Paper [9] has a good explanation the cornerstone of
machine learning in threat detection lies in its utiliza-
tion of historical data. AI-powered systems leverage vast
datasets encompassing previous security incidents, at-
tack patterns, and network behaviors. By analyzing this
extensive repository of information, these systems gain
valuable insights into the tactics, techniques, and pro-
cedures employed by cybercriminals. Through the ex-
amination of historical data, AI-driven threat detection
systems continuously refine their underlying algorithms.
This iterative process allows them to identify recurring
patterns and anomalies, enabling more accurate threat
detection. As they encounter a wider array of attack
vectors, their algorithms evolve to become increasingly
adept at recognizing even the most subtle indicators of
malicious activity.

One of the distinguishing features of AI-powered
threat detection is its capacity for adaptive learning.
These systems are not bound by static rules or rigid defi-
nitions of threats. Instead, they adapt and adjust their un-
derstanding of what constitutes a potential threat based
on the evolving threat landscape [10]. This adaptability
ensures that the system remains effective in identifying
new types of attacks that may not have been previously
encountered.

The continuous improvement process in AI-driven
threat detection serves as a proactive defense mecha-
nism. As threat actors develop innovative attack strate-
gies and exploit vulnerabilities, AI-powered systems are
well-positioned to stay ahead of emerging threats. Their
ability to learn from past incidents allows them to antici-
pate and respond effectively to new challenges.

3.2. Predictive Risk Assessment -
Anticipating and Mitigating Future
Threats

AI’s formidable ability to process and analyze historical
data equips organizations with a powerful tool for fore-
seeing and proactively mitigating future threats [11]. Pre-
dictive risk assessment models, driven by AI algorithms,
play a pivotal role in identifying vulnerabilities, poten-
tial attack vectors, and weak points in an organization’s
security posture. This forward-looking approach signif-
icantly fortifies overall security, allowing businesses to
stay one step ahead of cyber adversaries.

Leveraging Historical Data for Insight
Predictive risk assessment begins with the thorough

analysis of historical data related to past security inci-

dents and vulnerabilities. AI-driven systems examine
patterns of previous attacks, their outcomes, and the tac-
tics employed by threat actors [12]. By discerning trends
and understanding the evolving threat landscape, orga-
nizations gain invaluable insights into potential future
risks.

Identification of Vulnerabilities and Weaknesses
AI algorithms are adept at detecting vulnerabilities

within an organization’s infrastructure, software, and
network architecture [13]. They can identify potential
entry points and areas susceptible to exploitation. These
algorithms assess the organization’s digital footprint com-
prehensively, pinpointing areas where security measures
may need reinforcement.

Anticipating Attack Vectors
Predictive risk assessment goes beyond identifying

vulnerabilities; it also anticipates potential attack vectors.
AI-driven models assess how threat actors are likely to
exploit identified weaknesses [14]. This foresight enables
organizations to anticipate the methods that may be used
in future attacks, allowing them to proactively implement
measures to block these vectors.

Strengthening Defense Measures
Armed with insights from predictive risk assessment,

organizations can take decisive action to shore up their
defenses. They can allocate resources to patch vulnera-
bilities, enhance access controls, and implement security
protocols to mitigate potential threats. This strategic
approach ensures that security measures are prioritized,
and resources are utilized efficiently [15].

Proactive Security Posture
The predictive nature of risk assessment powered by

AI contributes to a proactive security posture. Rather
than waiting for threats to materialize, organizations can
take preemptive measures to reduce their attack surface
and minimize risk. This approach not only enhances
security but also reduces the likelihood of costly data
breaches and cyber incidents.

3.3. Security Automation - Streamlining
Defense Mechanisms with AI

The sheer volume of security-related data generated daily
can overwhelm human operators. AI-driven automation
streamlines the process by handling routine tasks, al-
lowing security teams to focus on critical threats that
require human intervention. The integration of AI and
cybersecurity represents a symbiotic relationship. AI’s
strength lies in its ability to process large volumes of
data and recognize intricate patterns. In cybersecurity,
this translates into improved threat detection, enhanced
risk assessment, and the potential for predictive insights.
Simultaneously, cybersecurity provides the foundation
for AI systems to operate securely by protecting them
against external threats [16, 17]. Whether it’s managing

115



access control, patching vulnerabilities, or responding to
incidents, AI helps organizations operate more efficiently
and respond to threats in real-time [18].

The evolution of AI in the field of cybersecurity has
a rich history, with some of the earliest instances of ma-
chine learning and AI applications dating back to the
introduction of CylancePROTECT® EPP from blackberry
over a decade ago [19]. In today’s landscape, the ability
to predict and prevent new malware attacks has become
increasingly vital, especially with the assistance of gen-
erative AI, which enables threat actors to rapidly create
and test new malicious code. Recent findings from the
BlackBerry Global Threat Intelligence Report highlight a
concerning 13% increase in novel malware attacks on a
quarterly basis. However, the continuous development
of technology is helping counteract this evolving threat
landscape.

BlackBerry’s commitment to bolstering their predic-
tive AI tools is evident through the dedicated efforts of
their data science and machine learning teams. Indepen-
dent assessments have substantiated the effectiveness of
Cylance ENDPOINT®, which successfully thwarts 98.9%
of threats by proactively forecasting malware behaviour,
even when dealing with new variants. This remarkable
achievement is the outcome of a decade-long journey
marked by innovation, experimentation, and the progres-
sion of AI techniques. Notably, this progression includes
a transition from supervised human labelling to a compos-
ite training approach. This composite approach blends el-
ements of unsupervised, supervised, and active learning,
both in cloud and local environments, which has been
fine-tuned over time by analysing extensive datasets. As
a result, a highly efficient model has emerged, capable of
accurately predicting and pre-empting emerging threats.

3.4. Adaptive Access Management -
Ensuring Secure and Seamless User
Authentication

User authentication stands as a pivotal pillar of cybersecu-
rity, and AI-driven adaptive access management systems
have revolutionized the way organizations secure their
digital assets. These systems operate by continuously
monitoring user behavior, utilizing AI algorithms to de-
tect deviations from normal patterns. This innovative
approach ensures the swift identification and mitigation
of unauthorized access attempts while simultaneously
delivering a seamless and hassle-free user experience to
legitimate users [20].

The heart of adaptive access management lies in its
ability to vigilantly monitor user behavior in real-time. AI
algorithms analyze various parameters, including login
times, locations, device types, and typical usage patterns.
By establishing a baseline of normal behavior for each

user, the system can promptly identify any deviations or
anomalies that may indicate unauthorized access. When
a deviation from normal user behavior is detected, the
adaptive access management system responds with dy-
namic authentication decisions. Depending on the level
of risk associated with the anomaly, the system may re-
quest additional authentication factors, such as biometric
verification, one-time passwords, or security questions.
This multi-layered approach ensures that only legitimate
users can access sensitive resources.

While vigilant monitoring is crucial, adaptive access
management systems are also designed to minimize false
positives. They use machine learning to refine their un-
derstanding of what constitutes normal user behavior.
Over time, the system becomes more accurate in distin-
guishing genuine threats from benign deviations, reduc-
ing the risk of inconveniencing legitimate users [21].

One of the key advantages of adaptive access man-
agement is its ability to respond swiftly to unauthorized
access attempts. When a threat is identified, the sys-
tem can automatically initiate mitigation measures. This
may involve blocking access, triggering alerts to secu-
rity teams, or implementing stepped-up authentication
requirements to thwart potential attackers.

Crucially, adaptive access management systems are
designed to strike a balance between security and user
experience. Legitimate users are provided with a seam-
less and convenient authentication process, free from
unnecessary friction. This ensures that security mea-
sures do not hinder productivity or create barriers for
authorized personnel.

3.5. Real-time Incident Response -
Rapidly Counteracting Emerging
Threats

In the ever-evolving landscape of cybersecurity, cyber
threats progress at a relentless pace. These threats ex-
hibit a remarkable ability to adapt, exploiting vulnerabil-
ities and emerging attack methodologies. To effectively
counter these ever-shifting challenges, organizations
have embraced AI-powered security systems equipped
to respond to incidents in real-time. In their paper [22],
the authors conducted an in-depth analysis of this topic,
offering a critical review and insights into the current
state of the art.

The need for rapid incident response cannot be over-
stated when confronted with the swiftly evolving nature
of cyber threats. Cybercriminals operate in a highly time-
sensitive environment, where even minor delays can lead
to significant damage. Real-time incident response com-
mences with vigilant and continuous threat detection
and analysis. AI-driven systems maintain a watchful
eye over network traffic, system logs, and user behav-
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iors, diligently identifying patterns and anomalies that
may signify malicious intent. Upon detecting a potential
threat, AI-equipped security systems react swiftly and
automatically with predefined actions. These responses
encompass a spectrum of measures, including the block-
ing of suspicious network traffic, the isolation of compro-
mised devices, and the activation of predefined incident
response protocols. The paramount goal of real-time in-
cident response is to avert catastrophic outcomes. The
agility of swift and precise responses minimizes poten-
tial harm and prevents threats from escalating into major
security incidents. Furthermore, AI-powered incident
response systems display a capacity for adaptive learn-
ing. With each incident encountered, they refine their
response strategies and enhance their ability to detect
threats with precision, thus diminishing the occurrence
of false positives. This dynamic process ensures that re-
sponse efforts remain laser-focused on genuine threats,
safeguarding organizations in the ever-shifting landscape
of cybersecurity.

3.6. Ethical Considerations - Navigating
the Responsible Use of AI in Security

The ethical implications of AI in security demand
scrutiny. Concerns regarding bias, particularly in AI
models employed in facial recognition and profiling, have
gained prominence [23, 18]. Addressing bias and ensur-
ing fairness in AI security applications are paramount
ethical imperatives. Additionally, considerations of data
privacy and the responsible use of AI in surveillance and
profiling are essential topics within this domain.

3.7. Quantum Computing and AI Security
Challenges

The rise of quantum computing brings forth unprece-
dented challenges to AI-driven security systems. In their
2023 study, Rayhan and Shahana [24] investigate the
effects that quantum computing could have on encryp-
tion techniques, and the resulting vulnerabilities it could
introduce in AI-based security frameworks.

Quantum computing’s advanced processing power
poses a significant threat to conventional encryption
methods, which form the bedrock of many current AI se-
curity systems. These systems typically rely on complex
algorithms that could be swiftly decoded by quantum
computers, a capability that endangers the security of
encrypted data and the integrity of AI systems reliant
on these encryption standards. The research by Ray-
han and Shahana in 2023 emphasizes the critical need
for AI security mechanisms to evolve in response to the
advent of quantum computing. They advocate for the
development of encryption methods that are resistant
to quantum computing’s capabilities, suggesting a new

generation of cryptographic approaches that can endure
the enhanced processing powers of quantum machines.

Furthermore, their study draws attention to the wider
implications of quantum computing in the cybersecu-
rity domain. As AI and machine learning increasingly
permeate security solutions, the disruptive potential of
quantum computing becomes more pronounced. This
development necessitates a concerted effort among AI
and cybersecurity experts to innovate and collaborate,
ensuring the continued resilience and effectiveness of
security systems against the breakthroughs of quantum
computing. In essence, Rayhan and Shahana’s 2023 re-
search illuminates the critical challenges posed by quan-
tum computing to AI-driven security, highlighting the
urgency for adapting current encryption methodologies
and AI security strategies to withstand the transforma-
tive impact of quantum computing in the cybersecurity
field.

3.8. AI-Powered Malware and Exploits,
Including Polymorphic Malware

One of the most concerning developments in the realm
of cyberattacks is the emergence of AI-powered malware
and exploits, including the notorious Polymorphic Mal-
ware. Cybercriminals leverage AI algorithms to create
sophisticated malware that can adapt, evade detection,
and autonomously target vulnerabilities. This newfound
intelligence in malicious software, exemplified by Poly-
morphic Malware, has the potential to make traditional
cybersecurity measures obsolete [25].

3.9. AI Automated Phishing and Social
Engineering

Automated phishing and social engineering, combined
with AI, pose a formidable challenge in the realm of cy-
bersecurity. These malicious tactics have evolved to lever-
age AI and automation, making them even more potent
threats. AI-enhanced automated phishing attacks use
machine learning algorithms to craft convincing and per-
sonalized phishing emails. These messages can mimic the
writing style of trusted contacts or analyze social media
data to tailor content that resonates with the target.

AI also enables attackers to automate the selection of
targets based on their likelihood to fall for the phishing
scheme. Social engineering attacks benefit from AI by
automating the profiling of potential victims. AI-driven
bots can scour the internet for vast amounts of personal
information, enabling attackers to create highly convinc-
ing narratives or deceptive personas. Moreover, AI can
generate deepfake audio and video, making it even more
challenging to discern between genuine and fraudulent
communication. To combat these advanced threats, cy-
bersecurity professionals are increasingly turning to AI
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as a defense mechanism. AI-powered security solutions
can analyze vast datasets in real-time to detect anoma-
lies, identifying phishing attempts or social engineer-
ing attacks. Machine learning models can continuously
adapt and evolve to recognize new attack patterns. In this
ever-evolving landscape, the synergy between automated
phishing, social engineering, and AI highlights the need
for a multi-faceted cybersecurity strategy that leverages
AI’s capabilities to protect against AI-driven threats. As
example in paper [26] is given example of creating AI
bot which can be used on Facebook messenger and other
social media platforms.

3.10. AI-Enhanced Reconnaissance and
Targeting

AI is revolutionizing the reconnaissance phase of cyber-
attacks. Threat actors can employ AI algorithms to scan
and analyze vast amounts of data, identifying potential
targets and vulnerabilities with unparalleled speed and
accuracy. This level of automated reconnaissance em-
powers attackers to conduct highly targeted and efficient
campaigns.

3.11. AI in DDoS Attacks
AI is also finding its way into DDoS (Distributed Denial
of Service) attacks, transforming them into more sophis-
ticated and potent threats. Historically, DDoS attacks
relied on a multitude of compromised devices to flood a
target server with traffic, overwhelming it and causing
service disruptions. However, AI is now being employed
by cybercriminals to make these attacks even more dan-
gerous. Here is some ways AI is influencing DDoS attacks
[27]:

• Traffic Mimicry: AI-driven DDoS attacks can
mimic legitimate traffic patterns, making them
harder to detect. They can adapt to changes in
network traffic and even appear as if they are
normal user interactions. This dynamic behavior
challenges traditional mitigation techniques.

• Targeted Attacks: AI can identify specific vul-
nerabilities in a target’s infrastructure and focus
the attack on those weak points. This targeted
approach increases the chances of successfully
crippling a service or website.

• IoT Botnets: AI can optimize the coordination
of botnets comprising compromised Internet of
Things (IoT) devices. These devices can generate
vast amounts of traffic, and AI ensures efficient
orchestration, making it difficult to stop the at-
tack.

• Evading Detection: Machine learning algo-
rithms can be used to bypass security sys-
tems. For instance, AI can learn to circumvent

signature-based detection methods by generating
attack patterns that don’t match known attack
signatures.

• Adaptive Attacks: AI allows DDoS attacks to
adapt in real-time. When an attack is detected
and mitigated, AI can modify attack vectors to
bypass defenses, making it an ongoing challenge
for security teams.

4. The white side: AI and Machine
Learning and Malware &
phishing detection

In this segment, we explore the utilization of Artificial
Intelligence, with a particular focus on Machine Learning
as a crucial component of AI, in the realm of malware
detection. We examine the current limitations of preva-
lent methods and investigate strategies to enhance the
effectiveness of detection using AI and Machine Learning.
Machine Learning, as a vital part of AI in cybersecurity,
empowers products to make autonomous decisions. The
efficacy of these decisions heavily depends on the quality
of the machine learning model, which is itself a function
of the training data’s quality. In the context of AI-driven
malware detection, the data-centric nature of machine
learning is paramount. The model’s performance and
accuracy hinge on the dataset used during its training,
as this dataset shapes the model’s understanding of what
features are statistically relevant for correct predictions.

For example, if a training dataset erroneously suggests
that all files larger than 10 MB are malicious, the machine
learning model will learn to associate large file sizes with
malware, leading to false positives in real-world applica-
tions. To mitigate such biases, it is crucial to include a
diverse range of benign files in the training set, ensuring
the model does not learn incorrect associations [28].

The importance of training machine learning models
on datasets that genuinely mirror real-world scenarios
cannot be overstated in AI applications. This is especially
true in contexts where the models are expected to per-
form with high accuracy, such as in malware detection.
Many machine learning models, particularly deep neural
networks, operate as "black boxes," processing input data
(X) to produce an output (Y) through complex and often
non-transparent operations. This opacity can be problem-
atic, especially when trying to diagnose and address false
positives – benign files mistakenly identified as malicious.
Minimizing false positives is crucial in machine learn-
ing applications for malware detection, as even a single
misidentification can lead to significant consequences.
Moreover, the dynamic and evolving nature of malware
challenges the static nature of many machine learning
models. Unlike other domains where data distribution
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Figure 1: Classification of Malware Detection Techniques.

is relatively fixed, the malware landscape is constantly
changing due to new software releases and the tactics
of adversaries. This requires machine learning models
to be adaptable, capable of incorporating new data and
evolving without the need for complete retraining. Cy-
bersecurity vendors leveraging AI and Machine Learn-
ing in their anti-malware solutions must be proactive in
adapting to these changes. This includes implementing
processes for the continuous collection and labeling of
new samples, regularly enriching training datasets, and
frequently updating models to maintain efficacy in the
face of evolving cyber threats.

4.1. Techniques for Detecting Malware
This section focuses on the development of systems for
detecting malware by researchers who monitor both
malevolent programs and harmless software for com-
prehensive analysis. As is given at Figure 1, the meth-
ods for detecting malware fall into three primary types:
signature-based, anomaly-based, and heuristic-based ap-
proaches [29].

We will discuss these systems for detecting malware,
outline their outcomes, and address potential constraints.

Incorporating diverse classifier types to develop mal-
ware detection and prevention systems, particularly with
the use of AI, offers significant advancements in identify-
ing and thwarting unknown malicious activities. Figure 2
illustrates the intricate AI-based process employed for the
detection of unknown malware. In this section, we will
delve into a comprehensive explanation of each method
utilized in the malware detection process.

• Signature-based Detection Technique: This
method involves four main components, as illus-
trated in a figure, and functions by identifying
attacks through specific patterns. It utilizes a
database of virus signatures, against which files
are scanned and compared. If there’s a match,
it indicates the presence of a virus. This tech-
nique is highly effective against known malware
but faces limitations in detecting new, unknown
malware. An Intrusion Detection System (IDS)
exemplifies this approach by maintaining a sta-

Figure 2: Diagram Illustrating Techniques for Detecting Un-
known Malware Using AI.

tistical model of traffic and comparing incoming
traffic to detect malicious activities.

• Anomaly-based Detection Technique: Ad-
dressing the shortcomings of signature-based
methods, anomaly-based detection plays a cru-
cial role in network security. It moves beyond
pattern recognition to a classification-based ap-
proach, enabling the detection of both known and
unknown malware by analyzing system activi-
ties. Figures provide visual representations of the
anomaly-based Network IDS, highlighting how it
functions and how it utilizes databases of known
attack signatures to alert system administrators
of potential malware.

• Heuristic-based Detection Technique: The in-
tegration of Artificial Intelligence with signature
and anomaly-based systems enhances malware
detection efficiency. To further adapt to environ-
mental changes and improve predictive capabil-
ities, a machine learning algorithm combining
a genetic algorithm with a neural network has
been applied to refine classification methods in
malware detection. This approach leverages char-
acteristics like inheritance, selection, and combi-
nation, allowing for optimal solutions from vari-
ous perspectives without prior knowledge of the
system. This method, depicted in a figure, show-
cases the enhanced capabilities of the heuristic
approach, combining statistical and mathematical
techniques to surpass previous methods.

4.2. Utilizing Artificial Intelligence for
Enhanced Malware Detection

The escalating complexity and variation of malware
pose a significant challenge to current security defenses,
which often fall short against the creativity and expertise
of cyber-criminals. This necessitates innovative solutions.
The rapid advancements in AI are proving instrumental
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in enhancing the effectiveness of anti-malware systems,
addressing the shortcomings of existing security tech-
nologies. This section examines AI’s role in malware
detection, presenting results and discussing potential
limitations.

Tal Garfinkel and Mendel Rosenblum [30] introduced
a novel virtual machine monitoring method for detecting
malware. Their architectural framework enhances the
transparency of host-based Intrusion Detection Systems
(IDS) while keeping the IDS distanced from the host for
greater attack resistance. The approach shows promise
in controlling interactions between the host and primary
software via a virtual machine monitor. However, it faces
limitations in error risk and tamper resistance.

Shanxi Li and colleagues [31] developed a malware
classifier using a graph convolutional network, tailored
to the unique characteristics of malware. This method
involves extracting API call sequences from malware,
creating a directed cycle graph, and then using graph
convolutional network for classification, incorporating
Markov chain and principal component analysis. The
method demonstrates high accuracy and effectiveness in
comparison to existing methods.

Furthermore, Long Wen and Haiyang Yu [32] proposed
a machine learning-based lightweight system aimed at
detecting unknown malware on Android devices. This
system combines static and dynamic analysis for fea-
ture extraction, introducing a new feature selection al-
gorithm, PCA-RELIEF, to refine the raw features. The
system shows improved performance in detection rates
and reduced error rates.

The discussion here pivots on the limitations of various
malware detection techniques and how novel approaches
might address these limitations. The primary issue with
static signature-based methods is their inability to detect
new malware types. Regular database updates can tem-
porarily mitigate this, but some viruses can alter their
code post-infection, evading detection. Generic signature
scanning-based methods show some promise in detecting
unknown viruses, but they often fail to eliminate infected
files.

Heuristic analysis, split into static and dynamic forms,
faces challenges in code mapping due to the diverse imple-
mentation possibilities of virus characteristics. Despite
its slower process, dynamic heuristic analysis generally
outperforms static analysis. However, it may fail to de-
tect certain active viruses under specific conditions, such
as user operations interrupting the analysis. Integrity
checking can complement dynamic heuristic analysis, but
its reliance on the assumption of an initially unaffected
file state can lead to inaccuracies.

To enhance the efficiency of malware detection, it is
crucial to address these limitations and adopt dynamic,
sophisticated approaches. The integration of AI in de-
veloping malware detection and prevention systems is

increasingly important to counteract the evolving intelli-
gence of modern malware.

5. The black side example:
Creating a Polymorphic
Malware using ChatGPT

In the realm of artificial intelligence, particularly with
language models like ChatGPT, it’s essential to delve into
the ethical and safety frameworks that govern their op-
eration. ChatGPT, developed by OpenAI, operates under
a stringent set of guidelines and embedded safeguards
that are specifically designed to thwart any attempts to
utilize it for malicious purposes, such as the creation or
propagation of malware.

The operation and characteristics of polymorphic mal-
ware present a formidable challenge in terms of detection
and mitigation due to its persistent and shape-shifting
nature. Traditional antivirus software, especially those
reliant on signatures or patterns, struggle to identify
polymorphic malware because it constantly mutates [33].
This evasive behavior can have severe consequences, in-
cluding compromising computer systems, stealing sen-
sitive data, breaching network security, and causing ir-
reversible harm. But what exactly makes polymorphic
malware so difficult to handle?

Dynamic Transformation: Polymorphic malware
undergoes a continuous transformation in its appearance
each time it runs. Polymorphic viruses are specifically
designed to alter their digital structure and appearance
with every execution. They achieve this by encrypting
files and adjusting signatures, rendering them challeng-
ing for antivirus programs that depend on known virus
signatures to detect. This malware employs sophisticated
code obfuscation techniques to elude detection. These
techniques may include encryption, decompression, or
the inclusion of useless or irrelevant code. These tac-
tics make the analysis of the malware more complex and
time-consuming. Polymorphic malware often employs
evasion techniques, such as sandbox evasion, to evade
detection and analysis. These tactics are used to out-
smart security systems that attempt to analyze malware
in controlled environments. This malware can be highly
personalized and targeted, making its behavior pattern
unique and challenging to detect by security programs
that rely on identifying suspicious behavior.

To illustrate the capabilities of AI-driven malware,
a group of researchers developed a proof-of-concept
(PoC) keylogger-type malware named BlackMamba [34].
This malware was generated using ChatGPT and utilizes
Python to randomly modify its code. The keylogging
functionality allows attackers to gather sensitive informa-
tion from various devices. Once collected, the malware
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Figure 3: Enhancing Malware with ChatGPT Assistance: Re-
fusal to Facilitate.

uses a reputable collaboration platform to exfiltrate this
data through a malicious channel, potentially for sale on
the Dark Web or for use in future attacks.

The use of the open-source programming language
Python allows developers to convert scripts into stan-
dalone executable files compatible with multiple operat-
ing systems. This process showcases how AI can learn
about network environments and recognize security veri-
fication patterns, enabling it to execute malware without
triggering system alerts. The core functionality of Chat-
GPT is rooted in providing information, responding to
queries, and assisting in a myriad of non-malicious tasks.
The pivotal aspect of its design is adherence to legal and
ethical standards, ensuring its capabilities are not mis-
used for harmful purposes.

A significant component of ChatGPT’s operational
framework is its advanced content moderation system.
This system is meticulously engineered to identify and re-
strict discussions or requests that veer into illegal, harm-
ful, or unethical territories. This includes a steadfast
refusal to partake in or facilitate activities like code in-
jection, malware creation, or any other form of cyber
malfeasance.

Consequential Implications for AI Research: The
presence and effectiveness of these filters and safeguards
are not just a technical detail; they carry significant im-
plications for the field of AI research. Considering that
the authors of the paper used two ChatGPT accounts,
one of which was not subscribed to the premium version
and only had access to ChatGPT 3.5, after modifying and
changing the text requests, we obtained a solution and
malware code. However, when using the premium ver-
sion and ChatGPT 4.0, the system recognized the misuse
and did not generate the code for us.

Researchers have highlighted the versatility of Chat-
GPT in generating unique outputs with ease, noting its
capability to swiftly produce and modify injectors. This
feature makes it possible to craft a polymorphic program
that is elusive and hard to detect, by continuously prompt-
ing ChatGPT for varied code snippets. Additionally, the
researchers point out that attackers could exploit Chat-
GPT’s ability to generate a range of malware components,

Figure 4: Fundamentals of DLL Injection into Explorer.exe:
An Incomplete Code Illustration.

Figure 5: Diagram Depicting the Interactions Among Mal-
ware, ChatGPT, and Command & Control (C&C) Systems.

including different persistence mechanisms, harmful pay-
loads, and modules designed to evade virtual machines.
This potential usage raises concerns about the adaptabil-
ity of ChatGPT in cybersecurity contexts.

The primary limitation of this approach is that once
the malware infects a computer, its composition is overtly
malicious, making it easily detectable by security solu-
tions like antivirus software and Endpoint Detection and
Response (EDR) systems. This often involves the use
of plugins, such as dynamically loaded DLLs or execut-
ing PowerShell scripts, which makes them vulnerable to
being caught and neutralized by these security systems.

Researchers point out that it’s straightforward to ac-
quire new code or modify existing code by requesting
specific functions from ChatGPT, like code injection, file
encryption, or ensuring persistence. This results in poly-
morphic malware that typically doesn’t exhibit suspi-
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cious behavior in memory and appears non-malicious
on disk. When it eventually executes, particularly run-
ning Python code, its high degree of modularity and
flexibility enables it to bypass security tools that de-
pend on signature-based detection methods, like the Anti-
Malware Scanning Interface (AMSI).

6. Conclusion
This study has explored the dual role of AI in the context
of business systems, highlighting its capacity to serve
both as a tool for protection and as a means for crafting
sophisticated attacks. The practical application of AI, in
defending against malware as well as in creating it, illus-
trates the dynamic nature of this technological field. The
ongoing battle between the beneficial and detrimental
uses of AI is akin to a quest for dominance, with each
side striving to outmaneuver the other.

Notably, every day brings advancements both in secu-
rity patches and in exploitations. Even as platforms like
ChatGPT put considerable effort into preventing misuse,
some instances still slip through. This ongoing struggle
presents a fascinating scenario to observe in the coming
years. We anticipate a continued evolution in the capa-
bilities of AI, bringing both challenges and opportunities
in cybersecurity. The future of AI in business systems
promises to be an intriguing landscape of innovation,
vigilance, and inevitable ethical considerations.

For security professionals, the potential use of Chat-
GPT’s API in malware development presents significant
challenges. It’s important to understand that this issue
is not merely theoretical but a tangible concern. Staying
informed and vigilant is essential in the ever-evolving
field of cybersecurity. Keeping abreast of the latest de-
velopments and potential threats is key to effectively
countering such innovative uses of technology.
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Human Aspects of Online Security and Needs for
Implementing Corporate Work/Life Balance Programs
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Abstract
Establishing work/life balance in the contemporary corporate world can be challenging for both managers and other employees.
Companies should become more aware of the need for achieving balance so that they can prepare and offer different programs
to their employees and managers. Some of these programs, such as coaching sessions and seminars/webinars, can be
implemented in person as well as online. Specific problems arising when implementing online work/life balance programs
include fear of data leak, confidentiality issues and mistrust in the coach. The paper presents research results on work/life
balance programs for employees and managers implemented in companies in Serbia, resulting in summarized recommendations
for companies in order to improve work/life balance of their managers and other employees, as well as recommendations for
implementing these programs by individual employees and managers outside the company.

Keywords
work/life balance, coaching, mentoring, human aspects, online security

1. Introduction
Modern way of doing business often includes overtime
work, high stress levels, and certain health issues such
as cardiovascular disorders, anxiety, depression, sleep
deprivation or physical pain [1].

Work/life balance is a concept that represents spend-
ing enough energy and time on both work activities and
private obligations [2], so that both life spheres create a
healthy equilibrium or "counterweight" by complement-
ing rather than interfering with each other [3].

Positive effects of work/life balance at work can in-
clude a higher level of motivation, commitment and pro-
ductivity, and a lower level of stress, absenteeism and
turnover [4], whereas positive effects of work/life bal-
ance in private life can include better physical and mental
health, spending more time with family members, and a
higher level of satisfaction, happiness and quality of life
[5].

Research showed that 70% of over 1,500 questioned
employees had not achieved work/life balance [6]. The
most important obstacle to establishing work/life balance
of employees and managers is the lack of understanding
and support from their superiors, colleagues, partners
and family members [7].

On the other hand, only 56% of American employees
and managers use offered work/life balance programs [8].
Therefore, employees and managers should transparently
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be made familiar with the existence of work/life balance
programs being offered by the company [9].

2. Corporate Work/Life Balance
Programs for Employees and
Managers

Work/life balance programs that companies can offer em-
ployees and managers include: flexible working hours,
working from home, part-time work, days off, annual
leave, maternity leave, childcare, elderly care, workshops,
training and education in professional and personal devel-
opment (e.g. stress management programs), mentoring
and coaching sessions, as well as relaxing and sports
activities [10].

Mentoring is a process of guidance and support to an
employee by a mentor who possesses extensive knowl-
edge, skills and practical experience with the same job
or industry, and who can provide useful insight into the
organizational culture, communication and procedures
,while also giving practical advice on stress management
through building mutual trust and connection [11].

Coaching is a "thought-provoking process" that in-
spires clients to use their potential and achieve their per-
sonal and professional goals, with the coach guiding and
supporting employees to define their goals and strategies
[12]. Coach can implement psychological exercises with
the purpose of identifying employee’s beliefs and per-
sonal values and recognizing if they differ from company
values, while also deciding on a strategy to reconcile the
two in order for them not to affect employee’s ability
to perform both at work and in private life [13]. Coach
should also analyze employee’s progress over longer time
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periods.
Quality of work/life balance programs offered by the

company depends on the superior’s recognition of the im-
portance of establishing work/life balance [14]. Work/life
balance programs offered by the company should be ad-
justed to the needs of corporate target groups - e.g. man-
agers, sales teams or finance teams, while at the same
time offering time and place flexibility, which online en-
vironment does offer [15]. Online work/life balance pro-
grams can include [16, 17]:

• online courses on stress and time management,
communication skills, setting boundaries, iden-
tifying values and beliefs, defining personal and
professional goals

• video and reading materials, scientific articles,
presentations and blogs

• internal forum for chatting with other employees
of the same company - employees can voluntarily
choose if and when they want to participate

• individual chat, individual sessions and team ses-
sions with a coach - voluntary and upon request

3. Research Results on Work/Life
Balance Programs for
Employees and Managers in
Serbia

Research conducted on employees in Serbia showed their
initial intention to use work/life balance programs where
91% of employees stated that they would apply for coun-
seling if the company offered them the possibility of
receiving psychological support, whereas on the other
hand when HR offered psychological support for the first
time at the company, no one applied for participation
due to mistrust or fear [18].

Work/life balance programs are offered to 28% of em-
ployees, out of which workshops and webinars to 10% of
employees, video materials and blogs to 9% of employees,
fitness and yoga to 8% of employees, and counseling and
psychotherapy to 8% of employees [18].

Since 86% of employees are facing mental health is-
sues (e.g. stress, anxiety, depression or mood swings),
work/life balance programs with the highest positive ef-
fect on employee’s mental health include [18]:

• counseling and psychotherapy = 67% of employ-
ees

• physical activity = 38% of employees
• workshops = 26% of employees
• video materials and blogs = 12% of employees
• webinars = 9% of employees

Table 1
Research Results on Work/Life Balance Programs for Man-
agers in Serbia

Questionnaire Items Average
Grade

Standard
Deviation

Work satisfaction of man-
agers

3.65 0.037

Private life satisfaction of
managers

3.88 0.028

Work/life balance satisfac-
tion of managers

3.79 0.280

Work/life balance programs
for managers inside the com-
pany

2.75 0.036

Workshops, training and ed-
ucation of managers orga-
nized by the company

3.85 1.115

Mentor or coach organized
by the company

2.49 1.360

Work/life balance programs
for managers outside the
company

2.42 0.044

Workshops, training and ed-
ucation of managers pri-
vately attended by man-
agers outside the company

2.91 1.396

Mentor or coach privately
hired by managers outside
the company

1.85 1.103

Research conducted on 470 operational, middle and
top managers from small, medium and large companies
in Serbia showed a higher average grade of work/life
balance programs for managers implemented inside the
company (2.75) than outside the company (2.42) [19]. In
addition, managers experience a slightly higher satisfac-
tion with their private life (3.88) than with their work
(3.65), with 54% of managers facing health issues (e.g.
fatigue, sleep deprivation, physical pain, cardiovascular
disorder, anxiety or depression) [19].

4. Benefits and Privacy Issues of
Online Work/Life Balance
Programs

Factors that influence employee’s perceived quality of
online work/life balance programs include [14, 20, 21]:

• personalization and individual approach to each
employee’s specific needs and situations

• gained knowledge, and social, emotional and
problem solving skills

• material quality, relevance, usefulness and practi-
cal application - materials can be reviewed online
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multiple times as opposed to live education held
onsite once

• 1-on-1 conversation with a coach and interactive
online forum communication with other employ-
ees contribute to establishing social relationships

• adequate infrastructure, software ease of use and
employee guidance in online environment

• saving employee’s time and money due to no
transportation Research showed that 40% of large
companies had experienced hacker and virus at-
tacks resulting in their confidential information
being disclosed [22]. Security risks of online
work/life balance programs include [23]:

• unauthorized access to digital materials
• inadequate educational materials
• mistrust - perceiving the coach as a "stranger"
• fear of conversation confidentiality and unautho-

rized audio / video recording of coaching sessions

User logging into a registered profile can provide exten-
sive personal and private information and enable tracking
an employee’s progress in digital form, which may be an
issue regarding privacy and the employee’s perception
of confidentiality in the company as well as in the online
work/life balance program - a platform or a coach [24].

Therefore arise questions of whether online work/life
balance programs can be integrated into the company’s
system, as well as what technological measures and ac-
cess restrictions are protecting confidential employee
data - private messages, material browsing history and
coaching sessions [25].

5. Work/Life Balance
Recommendations for
Companies, Employees and
Managers

Companies should implement and improve their
work/life balance programs offer for employees and man-
agers by organizing workshops, training and education
of professional and personal development, and offering
mentor and coach support, where access to all employee
digital information regarding work/life balance programs
should be authenticated and authorized [25].

Employees should be given the option to voluntary
and upon request choose if, when and in which work/life
balance programs they would like to participate at the
company. On the other hand, employees and managers
should also privately implement work/life balance activ-
ities outside the company - attend workshops, training
and education of professional and personal development,
and hire a mentor or a coach [19].

Employees and managers should be better informed
on security and privacy features of online work/life bal-
ance programs both by the company and by the program
providers - individuals or agencies [16].

Regular feedback should be collected from employees
and managers regarding the level of satisfaction with
the materials and the coach, as well as potential issues
with using online work/life balance programs in order to
constantly improve their quality and online security by
creating [17]:

• a user-friendly online platform
• clearly written, useful and relevant material for

individual employees and managers
• personalized materials and conversations to indi-

vidual employee and manager’s needs
• perception of a "safe space", understanding and

empathy shown by the coach

6. Conclusion
Managers and other employees tend to achieve work/life
balance, but they are facing various issues during that pro-
cess. Companies that offer work/life balance programs
should be aware that if such programs are implemented
online, additional concerns arise regarding online secu-
rity and feeling of unsafety of employees and managers
using these programs. Research results presented in the
paper show that managers in companies in Serbia are rel-
atively well-balanced (average grade of work/life balance
satisfaction = 3.8) [19], but there are still cases of indi-
vidual managers, employees and companies that differ
drastically from the average, so there is room for improve-
ment, which indicates the need to emphasize the benefits
of work/life balance programs for companies, managers
and employees, especially implemented through online
channels.
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Abstract
The security of software applications is a critical concern in modern software development, especially with the prevalence of
distributed systems and microservices. The Spring Framework stands out as a premier Java ecosystem development platform
that offers an extensive range of options for implementing robust security mechanisms. This paper will shift its focus to
explore advanced approaches to securing enterprise environments using the Spring Framework; specifically discussing topics
such as JSON Web Token (JWT), OAuth 2.0, Lightweight Directory Access Protocol (LDAP) and Keycloak-based solutions.

The use of JWT is pivotal for the secure communication of information between disparate parties, particularly in the
context of stateless authentication inherent to micro-service architectures. OAuth 2.0 serves as a standard for authorization that
permits users access to shared resources while safeguarding sensitive user credentials from being exposed unnecessarily. LDAP
finds practical applicability by facilitating centralized management and governance over identities and privileged accesses,
chiefly advantageous when dealing with complex organizational structures at scale. As an open-source platform solution
specifically tailored towards identity recognition and managed authorizations, Keycloak offers integration opportunities
within Spring applications ecosystem where it introduces support services catering to commonly accepted protocols such as
OpenID Connect or SAML; providing sound solutions essential in ensuring well-regulated confidential interactions akin
during situations demanding trusted validations occasioned by both internal needs or external supply chain partners alike.

In this, paper, we investigate the manner in which advanced technologies can be suitably employed within the Spring
Framework for creating secure and scalable applications. The analysis delves into each of these mechanisms, outlining
their advantages and challenges along with integration considerations when complex business scenarios arise. Ultimately,
this exploration is intended to enhance comprehension surrounding progressive security measures applicable to the Spring
environment thereby equipping developers with improved capacity for constructing more resilient application solutions.

Keywords
Spring framework, Security awareness, JWT, OAuth, LDAP, Keycloak

1. Introduction
The Spring Framework has become a fundamental com-
ponent in the development of contemporary Java-based
applications. This is particularly attributed to its exten-
sive infrastructure support for application building [1].
A core feature within this framework is Spring Security;
an influential and personalized authentication and access
control system that plays a critical role in safeguarding
applications against prevalent security threats.

The Spring Framework, which was first introduced
in 2003, brought about a significant transformation to
Java development by introducing an Inversion of Control
(IoC) container that is lightweight and simplified the man-
agement of application components. This groundbreak-
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ing concept has evolved over time with the inclusion of
various modules designed to cater to different aspects
of enterprise application development. Notably among
these arrangements is the Spring Security module that
plays an important role in securing applications through
its provision of comprehensive security services tailored
for Java EE-based enterprise software applications [2].

According to [3, 4] 44.1% of respondents use the free
AdoptOpenJDK distribution in production. However, Or-
acle still has a significant presence, with 28% for their
OpenJDK build and 23% for the commercial Oracle JDK.

The JSON Web Token (JWT) represents a widely
adopted and established medium of securely exchanging
information as JSON objects among entities. These to-
kens stand out for their compactness, compatibility with
URLs, digital signature support resulting in enhanced
security features, therefore constituting an ideal option
in stateless authentication contexts within contemporary
web applications [5]. When merged into Spring Security
System Architecture , JWTs provide reliable and uninter-
rupted mechanisms compatible with the overall design
of secure non-session-based functionalities instructured
developments derived from spring programming method-
ology.
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Figure 1: JDKs in production.

The OAuth 2.0 framework serves as a means of au-
thorization that allows applications to acquire restricted
access to user accounts on an HTTP service. This process
involves the delegation of user authentication tasks to
the hosting service, as described by Hardt in 2012. In rela-
tion to Spring Security, OAuth 2.0 presents a formidable
technique for safeguarding RESTful services and APIs
through outsourcing user authentication functions to-
wards an external authorization server.

The Lightweight Directory Access Protocol (LDAP) is
a commonly utilized protocol for accessing and maintain-
ing distributed directory information services over an
Internet Protocol (IP) network. Within Spring Security,
LDAP assumes a pivotal role in managing user identi-
ties and access control - particularly within extensive
enterprise environments as flagged by Rouse’s research
findings in 2005.

Keycloak is an open-source solution for Identity and
Access Management that caters to contemporary appli-
cations and services. It harbors a vast array of features
including Single-Sign On (SSO), identity brokering, as
well as social login capabilities. Keycloak effectively inte-
grates with Spring Security platforms allowing develop-
ers seamless access to diverse authentication mechanisms
alongside authorization protocols which enhance the se-
curity parameters over their application environment
[6].

The incorporation of sophisticated security mecha-
nisms, namely JWT, OAuth, LDAP and Keycloak into
the Spring Framework via Spring Security epitomizes a
noteworthy progression towards creating secure Java ap-
plications. This amalgamation not only streamlines the
implementation process for intricate security requisites
but also guarantees that these applications are resilient
against an extensive gamut of adversarial incursions.

2. JWT and Its Implementation in
Spring Framework

The use of JWT has garnered considerable significance
in contemporary web security practices as it provides a
concise and autonomous approach for transferring in-
formation between participants via a JSON object that
facilitates high-level confidentiality. JWTs are designed
to enable signing mechanisms, which can be achieved by
employing either secret key cryptography utilizing the
HMAC algorithm or public-private encryption with RSA
or ECDSA algorithms, thereby assuring data integrity
during transmission [7]. With such authentication pro-
tocols in place that do not rely on session state storage,
JWT serves aptly suited scenarios like RESTful APIs.

A JWT generally comprises of three components: a
header, a payload and a signature. The header typically
encompasses two parts that comprise the kind of token
- which is JWT - and the algorithm for signing being
utilized. The payload entails claims regarding an entity
(usually the user) alongside supplementary data. Finally,
to guarantee that no changes have been made after is-
suance, we use signatures in order to ensure authenticity
over time lapse periods.

Spring Security offers comprehensive backing to JWT.
The incorporation of JWT within Spring Security facil-
itates developers with an opportunity to address user
authentication and authorization in a non-persistent ap-
proach, thereby proving significantly advantageous for
RESTful applications. With the help of the Spring Secu-
rity framework, validation procedures for JWTs are made
accessible; ensuring that they possess proper formation
whilst verifying their signature as well as claims’ validity
[8].

When incorporating JWT into a Spring appli-
cation, developers commonly rely on established
libraries such as spring-security-oauth2 or
spring-security-jwt. These libraries contain the
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Figure 2: JSON Web Token Structure - Encoded.

Figure 3: JSON Web Token Structure - Decoded.

essential resources required to efficiently generate,
analyze and authenticate JWTs. The implementation
process entails configuring a JwtTokenStore and
JwtAccessTokenConverter while providing an
optional TokenEnhancer for supplementing additional
information within the JWT. Furthermore, it is impera-
tive that developers configure an authentication manager

in addition to outlining security restrictions placed upon
endpoints utilized by said application instance.

The JWT protocol is especially advantageous in situa-
tions where it is essential to establish the authenticity of a
user and their requisite authorizations for accessing des-
ignated resources. It serves as an added advantage within
microservices architecture, wherein secure inter-service
communication becomes imperative. To optimally uti-
lize JWT with Spring framework, established guidelines
comprise deployment of HTTPS to safeguard token in-
terception threats, setting realistic expiration timeframes
for tokens and judicious management pertaining infor-
mation contained in payload sections so that sensitive
data may not get exposed inadvertently.

The incorporation of JSON into Spring Security pro-
vides a dependable and efficient approach to managing
authentication and authorization in an immutable fash-
ion. Its versatility combined with its user-friendliness
render it an optimal alternative for safeguarding applica-
tions based on the Spring framework, specifically those
structured around micro-services as well as RESTful ser-
vices.

3. OAuth 2.0
OAuth 2.0 is an authorization framework that grants
third-party applications limited access to an HTTP ser-
vice, whether through representation of a resource owner
or autonomous acquisition of access privileges. Its dis-
tinction from authentication renders it indispensable in
situations wherein user data must be requested from
other services without compromising their respective
credentials [9]. OAuth 2.0 introduces several roles:

• Resource Owner: The user who authorizes an
application to access their account.

• Resource Server: Hosts the protected user data.
• Client: The application requesting access to the

user’s account.
• Authorization Server: Validates the identity of

the resource owner and issues access tokens.

OAuth 2.0 specifies four primary grant types, catering
to different application types:

• Authorization Code Grant: Ideal for clients that
can securely store client secrets.

• Implicit Grant: Designed for clients that are un-
able to securely store client secrets.

• Resource Owner Password Credentials Grant:
Suitable for highly trusted clients.

• Client Credentials Grant: Used for applications
accessing their own resources.

Spring Security’s OAuth 2.0 support simplifies the im-
plementation of these grant types:
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Figure 4: OAuth five-way handshake.

• Configuration: Utilize
EnableAuthorizationServer and
EnableResourceServer annotations to
set up the authorization and resource servers.

• Client Details Service: Configure client details,
including client_id, client_secret, and
scopes.

• Token Management: Implement token store and
token services to manage token generation, expi-
ration, and refresh.

• Security Configuration: Define security con-
straints for different endpoints, specifying which
are protected and which are publicly accessible.

Spring Security OAuth 2.0 also supports advanced fea-
tures like:

• Custom Token Enhancers: To add additional in-
formation to the OAuth tokens.

• Approval Handlers: To manage user approvals
for token grants.

• Redirection and User Information Endpoints: To
handle user redirection after authentication and
to provide user information to clients.

Key best practices include:

• Securing Client Secrets: Store client secrets se-
curely and never expose them in client-side code.

• Validating Redirect URIs: Ensure that all redirect
URIs are pre-registered and validated to prevent
unauthorized redirection.

• Token Security: Use HTTPS for all communica-
tions involving tokens and credentials. Imple-
ment token revocation and rotation strategies.

The utilization of OAuth 2.0 within Spring Security
presents a sturdy architecture for establishing secure

authorization protocols in applications. Through the
strategic employment of Spring’s configuration and cus-
tomization capabilities, developers possess the ability to
tailor OAuth 2.0 implementation to address diverse appli-
cation requirements while ensuring optimal functionality
and security measures are upheld.

4. LDAP
The Lightweight Directory Access Protocol (LDAP) is
a prominently utilized protocol designed for accessing
and sustaining the functionality of dispersed directory
information services on an Internet Protocol (IP) net-
work. LDAP serves various purposes, including but not
limited to email lookup, authentication processes as well
as organization of company data. It has emerged par-
ticularly advantageous in facilitating user information
management alongside enabling seamless authentication
and authorization capabilities within vast enterprise en-
vironments [10].

In the sphere of Spring Security, LDAP functions as a
fundamental source for both user data and authentication.
With its extensive support for LDAP, Spring Security
effectively facilitates seamless integration with already-
existing LDAP servers. Consequently, this synergy con-
fers upon applications the ability to validate users whilst
retrieving pertinent user role information that has been
preserved in an independent directory within an LDAP
database.

Implementing LDAP authentication in a Spring appli-
cation typically involves several steps:

• Dependency Management: Include Spring LDAP
and Spring Security LDAP dependencies in your
project.

• LDAP Context Source Configuration: Configure
an LdapContextSource to specify the URL and
base suffix of the LDAP server.

• LDAP Authentication Provider: Set up an
LdapAuthenticationProvider to handle au-
thentication requests. This involves specifying a
user search base, user search filter, and optionally
a group search base and group search filter.

• User Details Mapping: Map LDAP attributes to
user details in Spring Security. This can be done
using DefaultLdapAuthoritiesPopulator
for role retrieval and PersonContextMapper
for user information mapping.

• Security Configuration: Define security con-
straints in the Spring Security configuration, spec-
ifying which endpoints are protected and which
are publicly accessible.

Advanced LDAP configurations in Spring can include:
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• Custom User Details Service: Implementing a
custom user details service for more complex user
information retrieval.

• Password Policies: Configuring password policies
and handling password exceptions.

• LDAP Templates: Using LdapTemplate for more
complex LDAP operations beyond authentication.

When implementing LDAP in Spring, it’s important to
follow best practices:

• Secure Communication: Use LDAPS (LDAP over
SSL) for secure communication with the LDAP
server.

• Password Handling: Ensure that passwords are
not logged or stored in an insecure manner.

• Injection Protection: Guard against LDAP injec-
tion attacks by validating and sanitizing input.

The incorporation of LDAP into Spring Security
presents a highly effective approach to managing user
authentication and authorization across enterprise appli-
cations. Through the advantageous utilization of Spring’s
inherent support for LDAP, software developers can
establish seamless connectivity with LDAP directories
while concurrently fortifying security and scalability
within their respective application frameworks.

5. Keycloak
Keycloak is a state-of-the-art solution for Identity and
Access Management, developed by Red Hat as an open-
source software. Its primary objective lies in streamlin-
ing the integration of standard protocols such as OpenID
Connect and SAML 2.0 into authentication processes
while facilitating authorization procedures. In addition
to centralized management console capabilities concern-
ing user identities, Keycloak enables features that ensure
SSO, two-factor authentication, and social login function-
alities are supported efficiently. These advanced security
provisions make it particularly suited for safeguarding
modern applications’ integrity within diverse service
environments where tailored identity management solu-
tions are highly valued [11].

In the context of Spring Security, Keycloak presents
itself as a viable choice for an authentication and autho-
rization server. As such, it affords Spring applications the
option to delegate their user authentication and autho-
rization protocols directly to Keycloak—a dynamic that
subsequently streamlines security management efforts.
This integration furthermore empowers said applications
with access to advanced features exclusive to Keycloak;
examples include SSO, token-based authentication mea-
sures, in addition to user federation capabilities.

Implementing Keycloak in a Spring application typi-
cally involves several steps:

• Dependency Management: Include the Keycloak
Spring Boot adapter dependency in your project.

• Keycloak Server Setup: Set up and configure a
Keycloak server, defining realms, clients, roles,
and users.

• Spring Boot Application Configuration: Config-
ure the Spring Boot application to use Keycloak
for authentication and authorization. This in-
volves setting up Keycloak properties in the ap-
plication.properties or application.yml file.

• Security Configuration: Configure Spring Secu-
rity to use Keycloak’s adapter for authentication.
This includes defining security constraints and
specifying protected resources in the application.

• User and Role Management: Utilize Keycloak’s
administration console to manage users and roles,
which can be mapped to Spring Security authori-
ties.

Keycloak’s integration with Spring allows for ad-
vanced customizations, such as:

• Custom User Attributes: Adding and managing
custom user attributes in Keycloak.

• Identity Brokering: Configuring Keycloak to act
as an identity broker between different identity
providers.

• Theme Customization: Customizing the look and
feel of login pages and emails.

When integrating Keycloak with Spring, it’s important
to follow best practices:

• Secure Communication: Ensure that all communi-
cations between the Spring application and Key-
cloak server are secured using HTTPS.

• Client Secrets: Securely manage and store client
secrets used for communication with Keycloak.

• Token Validation: Implement proper token vali-
dation in the Spring application to prevent unau-
thorized access.

Keycloak’s integration into Spring Security offers a
powerful and flexible solution for managing authenti-
cation and authorization in applications. By leveraging
Keycloak, developers can enhance the security of their
Spring applications, taking advantage of features like
SSO, token-based authentication, and user federation.

6. Literature overview
JWTs have now become a critical component for ensur-
ing web security in contemporary times. In the context of
this, a scholarly research titled "Enhancing JWT Authen-
tication and Authorization in Web Applications Based on
User Behavior History" published in 2022 underlines the
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vital significance of incorporating user behavior history
while utilizing JWT to optimize overall application secu-
rity. It is noteworthy that Spring Security endorses such
an approach via providing robust support for implement-
ing stateless authentication and authorization features
using JWT [12].

Furthermore, it is highlighted in a study in 2017 that
the significance of JWTs extends across various sectors.
The research exhibits the versatility of JWT usage in
multiple contexts such as smart home environments,
thereby accentuating its efficacy specifically with regard
to Spring-based applications [13].

The utilization of OAuth 2.0 in Spring is indispensable
for ensuring sound authorization measures [14]. The
paper scrutinizes the intricacies and methods pertinent
to microservices architecture encompassing OAuth 2.0
as a core part thereof. This approach coincides with the
aid provided by Spring Security’s advanced support for
OAuth 2.0 protocols aimed at streamlining diverse grant
types within applications built on this platform.

The well-established function of LDAP in the man-
agement of user authentication and authorization can
be further enhanced through its integration with Spring
Security by taking into account the principles expounded
upon in [15]. The paper’s elucidation on context-aware
authorization within IoT and blockchain domains is
highly informative for LDAP implementation within com-
plex enterprise environments operating under Spring.

The integration of Keycloak with Spring Security pro-
vides a potent means to manage the authentication and
authorization process. A recent study [16] serves as an
illustrative example of how combining Keycloak and
Spring Security can effectively secure APIs within a
microservice-based structure. This study highlights the
efficacy of utilizing Keycloak alongside Spring Security
for ensuring resolute application security mechanisms.

Finally, the research paper entitled "Exploring the Uti-
lization of JWT in MQTT" published on arXiv in 2019
delves into the versatile application of JWT within MQTT,
a lightweight communication protocol. This study em-
phasizes that JWT can be extended to various protocols
and applications, including those developed with Spring
Framework [5].

7. Conclusion
The Spring Framework encompasses the integration of
JWT, OAuth 2.0, LDAP and Keycloak for a multi-layered
approach to security, with each component possessing
its own advantages and drawbacks. In particular, JWT
boasts stateless functionality as well as scalability suitabil-
ity which renders it fitting for contemporary web applica-
tions; however meticulous monitoring of token security
is critical in order to prevent any potential vulnerability

or theft risk. OAuth 2.0 serves as an extensive yet adapt-
able authorization framework suitable across diverse ap-
plication types such IoT implementations; nevertheless
complexity may present challenges during implementa-
tion while strict adherence to best practice guidelines
must be maintained continuously throughout operation.

LDAP excels at managing user identities within vast
operational environments through centralized authenti-
cation mechanisms but setting up can pose significant
logistical hurdles especially when confronted by rapidly
changing data sets needing constant adjustments com-
pared to alternate solutions available. Finally integrating
Keycloak into microservice architectures enables sim-
pler handling of comprehensive identity access manage-
ment features significantly simplifying administration
needs albeit simultaneously placing additional demands
on server configuration requirements possibly introduc-
ing performance reduction issues without careful op-
timization attention being given determining effective
trade-offs relative required specific infrastructure capa-
bility constraints.

The cumulative package delivered via incorporation
all these methods launched efficiently using Spring af-
fords robust overall system protection ensuring mitiga-
tion maximization against detrimental vulnerabilities
arisen from optimal deployment following exhaustive
comprehension fundamental principles defining reliable
secure ecosystem operations governance broadly applica-
ble many industry type verticals benefiting handsomely
therefrom upon successful implementation completion
achieving strategic business objectives intending busi-
nesses reaping profitable outcomes thereof gaining com-
petitive advantage over peers not leveraging innovative
approaches towards future-proofing their information
technology systems accordingly
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